HÖLDER BOUNDS AND REGULARITY OF EMERGING FREE BOUNDARIES FOR STRONGLY COMPETING SCHRÖDINGER EQUATIONS WITH NONTRIVIAL GROUPING
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Abstract. We study interior regularity issues for systems of elliptic equations of the type

\[-\Delta u_i = f_i,\beta(x) - \beta \sum_{j \neq i} a_{ij} |u_i|^{p-1} |u_j|^{p+1}\]

set in domains \(\Omega \subset \mathbb{R}^N\), for \(N \geq 1\). The paper is devoted to the derivation of \(C^{0,\alpha}\) estimates that are uniform in the competition parameter \(\beta > 0\), as well as to the regularity of the limiting free-boundary problem obtained for \(\beta \to +\infty\).

The main novelty of the problem under consideration resides in the non-trivial grouping of the densities: in particular, we assume that the interaction parameters \(a_{ij}\) are only non-negative, and thus may vanish for specific couples \((i,j)\). As a main consequence, in the limit \(\beta \to +\infty\), densities do not segregate pairwise in general, but are grouped in classes which, in turn, form a mutually disjoint partition. Moreover, with respect to the literature, we consider more general forcing terms, sign-changing solutions, and an arbitrary \(p > 0\). In addition, we present a regularity theory of the emerging free-boundary, defined by the interface among different segregated groups.

These equations are very common in the study of Bose-Einstein condensates and are of key importance for the analysis of optimal partition problems related to high order eigenvalues.

Contents

1. Introduction 2
1.1. Review of known results 3
1.2. The problem under investigation 5
1.3. Structure of the paper 9
2. Proof of the uniform Hölder bounds 9
2.1. Blow-up analysis 10
2.2. Almgren monotonicity formula 19
2.3. Conclusion of the proof of the uniform Hölder bounds 21
2.4. Uniform Hölder bounds at the boundary 22
3. Properties of the limit profiles 23
4. Regularity of the free boundary \(\Gamma_u\) for \(u \in \mathcal{G}(\Omega)\) 27
4.1. Boundary Harnack Principles on NTA and Reifenberg flat domains 27
4.2. Conclusion of the proof of regularity results 31

2010 Mathematics Subject Classification. 35B45, 35B65, 35R35 (Primary), 35B53, 35B25, 35J47, 35R06.

Key words and phrases. Nonlinear Schrödinger systems, Bounds in Hölder Norm, Segregation between groups, Regularity of Nodal Sets, Weak reflection law, Liouville type theorems.

Hugo Tavares is partially supported by Fundação para a Ciência e Tecnologia through the program “Investigator FCT” and the project UID/MAT/04459/2013. Alessandro Zilio is partially supported by the ERC Advanced Grant 2013 n. 321186 “ReaDi – Reaction-Diffusion Equations, Propagation and Modelling”. The authors are partially supported through the project ERC Advanced Grant 2013 n. 339958 “Complex Patterns for Strongly Interacting Dynamical Systems - COMPAT”.

1
1. Introduction

The asymptotic behaviour of solutions of competing systems in the limit of strong competition has been object of an intense research in the last decades. A well known example is represented by

\begin{align}
\begin{cases}
-\Delta u_i + \lambda_i u_i = \mu_i u_i^3 - \beta u_i \sum_{j \neq i} a_{ij} u_j^2 & \text{in } \Omega \\
u_i = 0 & \text{on } \partial \Omega
\end{cases}
\end{align}

where \( \Omega \) is a smooth domain of \( \mathbb{R}^N \), \( \lambda_i, \mu_i \in \mathbb{R} \), and \( a_{ij} = a_{ji} > 0 \).

System (1.1) naturally arises in several contexts: from physical applications, it is obtained in the search of solitary waves for the corresponding system of Schrödinger equations, which is of interest in nonlinear optics and in the Hartree-Fock approximation for Bose-Einstein condensates with multiple hyperfine states, see e.g. [1, 28]. From a purely mathematical point of view, (1.1) is useful in the approximation of optimal partition problems for Laplacian eigenvalues, as well as in the theory of harmonic maps into singular manifolds, see [5, 10, 11, 19, 26]. A common feature in the previous situations resides in the fact that one has to deal with different densities \( u_i \) living in a domain \( \Omega \) and subject to diffusion (\(-\Delta u_i\)), reaction (\(\mu_i u_i^3 - \lambda_i u_i\)), and mutual interaction (\(\beta u_i \sum_{j \neq i} a_{ij} u_j^2\)). As we shall see, in addition to the different values of \( \lambda_i \) and \( \mu_i \), a crucial role is played by the coupling parameters \( \beta \cdot a_{ij} \), which describe the interaction between the densities \( u_i \) and \( u_j \): with the previous sign convention, if \( \beta < 0 \), then \( u_i \) cooperates with \( u_j \), while if \( \beta > 0 \), then \( u_i \) competes with \( u_j \); moreover, the larger is \( |\beta| \), the stronger is the strength of the interaction. Notice that the condition \( a_{ij} = a_{ji} \) reflects the symmetry of the inter-species relations and throughout this paper, constitutes a crucial assumption.

It is quite easy to understand why \( a_{ij} = a_{ji} \) is crucial from the point of view of the existence of solutions. Indeed, if it is fulfilled, solutions of (1.1) are critical points of the functional \( J : H^1_0(\Omega, \mathbb{R}^k) \to \mathbb{R} \), defined by

\[
J(u) := \int_{\Omega} \frac{1}{2} \sum_{i=1}^d \left( |\nabla u_i|^2 + \lambda_i u_i^2 - \frac{1}{2} \mu_i u_i^4 \right) + \frac{\beta}{4} \sum_{i \neq j} a_{ij} u_i^2 u_j^2,
\]

where we used the vector notation \( u := (u_1, \ldots, u_d) \). This variational structure has been exploited in order to obtain several existence and multiplicity results. A complete review of these is out of the aims of the present work; we refer for instance to the introduction of [21] (see also the references therein), and we only restrict ourselves to recall that under the assumption \( \beta \geq 0 \) system (1.1) has infinitely many solutions, obtained by minimax argument. The variational characterization of these solutions implies energy bounds independent of \( \beta \), which in turn give uniform bounds in the \( H^1 \) norm. In turn, recalling the definition of \( J \), we obtain uniform bounds for the interaction terms

\[
\beta \int_{\Omega} u_i^2 u_i^2 \leq C \quad \forall \beta, \forall i \neq j,
\]

and, taking the limit as \( \beta \to +\infty \), we infer that, for the considered family of solutions, it results

\begin{align}
u_{i, \beta} u_{i, \beta} & \to 0 & \text{a.e. in } \Omega,
\end{align}
that is, in the limit of strong competition, different densities tend to assume disjoint supports. This phenomenon is called *phase-separation*.

At this point a number of natural questions arise, such as:

(i) is it possible to develop a common regularity theory for the families of solutions of (1.1) as \( \beta \to +\infty \)?

(ii) In addition to (1.2), can we say that the sequence \( \{u_{1, \beta}, \ldots, u_{k, \beta}\} \) converges to a limiting profile in some topology?

(iii) If the answer to (ii) is affirmative, what are the properties of the limiting profile?

As we shall see, for positive solutions of system (1.1) the picture is now well understood, and optimal results are available. The purpose of this manuscript, which can be considered as an intermediate step between an original research paper and a survey, is the generalization of these results in several different directions.

### 1.1. Review of known results

Let us now review the results which are already available for problem (1.1); all of them concern *positive solutions*. The first contributions can be ascribed to Conti et al. [10, 11], where the authors proved that sequences of constrained minimizers associated to variational problem of type (1.1) with positive solutions is settled, their asymptotic analysis works perfectly for (1.1). The case \( \mu_i < 0 \) has been first studied by Chang et al. in [8], where point-wise phase-separation is proved.

A new approach, based on the use of some Almgren-type monotonicity formulae for elliptic systems, has been later introduced in [5], where Caffarelli and Lin have shown the \( C^{0, \alpha} \)-convergence of families of minimizers associated to (1.1) with \( \lambda_i = \omega_i = 0 \), and with non-homogeneous boundary conditions. This fundamental result, which rests in an essential way on the minimality of the solutions, has been generalized to excited states of (1.1) with any \( \lambda_i \in \mathbb{R} \) and \( \omega_i \in \mathbb{R} \) by Noris et al. in [13]. To be precise, the authors proved the following:

**Theorem A.** Let \( \Omega \) be a bounded smooth domain of \( \mathbb{R}^N \) with \( N \leq 3 \), let us assume that \( a_{ij} = a_{ji}, \mu_i \in \mathbb{R} \) and that \( \{\lambda_i = \lambda_i, \beta\} \) is a bounded sequence. Let \( \{u_{\beta}\} \subset H_0^1(\Omega) \) be a family of positive solutions of (1.1), uniformly bounded in \( L^\infty(\Omega) \). Then for every \( 0 < \alpha < 1 \) there exists \( M > 0 \), independent of \( \beta \) such that

\[
\|u_\beta\|_{C^{0, \alpha}(\Omega)} \leq M.
\]

Previously, under the same assumptions Wei and Weth [30] proved the equi-continuity of \( \{u_\beta\} \) in dimension \( N = 2 \). We recall that in [30] a very general class of systems is considered. In particular, to our knowledge, this is the only available research paper which treats the case \( a_{ij} \neq a_{ji} \).

It is worth to mention that the assumption "\( \{u_\beta\} \) is uniformly bounded in \( L^\infty(\Omega) \)" is very weak. Indeed, by elliptic regularity, it turns out that if we have a common energy bound of type \( J(u_\beta) \leq C \) and \( \{\lambda_i, \beta\} \) is bounded, then the assumption is satisfied. Therefore, for instance in Theorem A one could consider families of possibly excited states sharing a common energy bound.

It is also important to observe that a deep analysis of the proof of Theorem A reveals that it is valid as it is stated also in dimension \( N = 4 \). This has been used for instance in the paper by Chen and Zou [9], where a Brezis–Nirenberg type problem is tackled. Under the additional assumption \( \lambda_{i, \beta} \geq 0, \omega_i \leq 0 \), Theorem A works in any dimension \( N \geq 1 \) (we refer to Remark 3.4 in [24]).

Regarding the consequences of the uniform \( C^{0, \alpha} \)-boundedness, we observe that this implies, up to a subsequence, convergence to a nonnegative limit \( u \) in \( C^{0, \alpha}(\Omega) \), for every \( 0 < \alpha < 1 \). Moreover, since \( \lambda_{i, \beta} \) is bounded, we can suppose that along such sequence \( \lambda_{i, \beta} \to \lambda_i, \infty. \) In [18], the authors proved the basic properties of \( u \).
Theorem B. In the previous setting, we have:

1. \( u_\beta \to u \) strongly in \( H^1(\Omega) \), and
   \[
   \int_\Omega \beta u_i^2 u_j^2 \to 0
   \]
   as \( \beta \to +\infty \), for every \( i \neq j \);
2. \( u_i \) is Lipschitz continuous in \( \Omega \);
3. \( u_i u_j \equiv 0 \) whenever \( i \neq j \) (segregation between components);
4. for each \( i = 1, \ldots, d \) it results that
   \[
   -\Delta u_i = \mu_i u_i^3 - \lambda_i \infty u_i \quad \text{in the open set } \{ u_i > 0 \}.
   \]

Theorems A and B have been extended to a local formulation in [29, Theorem 2.6]: to be precise, it is proved that if the assumption of Theorem A is satisfied in a domain \( \Omega \) (neither necessarily bounded, nor smooth), then for any compact set \( K \subset \subset \Omega \) the family \( \{ u_\beta \} \) is uniformly bounded in \( C^0,\alpha(K) \), for every \( 0 < \alpha < 1 \). This result turns out to be extremely useful in blow-up analysis or similar contexts, when one has to deal with sequences of functions defined on varying domains, and hence the global estimate of Theorem A would not be applicable. Moreover, one can also prove local estimates up to the boundary, under some regularity assumption on the domain \( \Omega \) (thus recovering global results for \( \Omega \) bounded and smooth).

Since each \( u_i \) solves an elliptic equation in its positivity domain, by Hopf lemma the Lipschitz continuity of \( u_i \) is optimal. One could then wonder if it is possible to improve the result in [18], establishing uniform boundedness of \( \{ u_\beta \} \) in Lipschitz norm, which would be optimal. This result has been proved recently in local form in [24]. We refer also to [3, Lemma 2.4], where the 1-dimensional case in the interval \([0,1]\) is considered, and fine properties of the phase separation are derived using the Lipschitz boundedness (Hölder bounds would not be sufficient for this purpose). We refer to [23] for the corresponding analysis in higher dimension.

We have seen that limit profiles of solutions to (1.1) are segregated configurations. It is then natural to define the free-boundary as the nodal set \( \Gamma_u := \{ u = 0 \} \). The regularity of the free-boundary has been studied in [5] under the assumptions that \( \{ u_\beta \} \) is a family of minimizers for \( J \) with \( \mu_i = \lambda_i = 0 \); the results in [5] have been applied by the authors to the study of an optimal partition problem involving sums of first Dirichlet eigenvalues [6]. Further informations about the structure of the singular set has been provided in [7]. Concerning non-minimal solutions, we refer to [25], where a very general class of functions, including all the limits coming from Theorems A and B, is treated, and to [31], which extends the results in [7] in the setting considered in [25]. Let us review in detail the results in [25].

**Definition 1.1** (Definition 1.2 in [25]). We define \( \mathcal{G}(\Omega) \) as the set of functions \( u = (u_1, \ldots, u_d) \in H^1(\Omega, \mathbb{R}^d) \setminus \{ 0 \} \) such that:

1. \( u_i \) are nonnegative, Lipschitz continuous on \( \Omega \), and such that \( u_i u_j \equiv 0 \) in \( \Omega \) for every \( i \neq j \);
2. each component \( u_i \) satisfies
   \[
   -\Delta u_i = f_i(x, u_i) - M_i \quad \text{in } \mathcal{D}'(\Omega) = (C^\infty_c(\Omega))',
   \]
   where we suppose that there exists \( C > 0 \) such that
   \[
   \sup_{x \in [0,1]} \sup_{s \in [0,1]} \left| \frac{f_i(x,s)}{|s|} \right| \leq C
   \]
   for every \( i = 1, \ldots, k \), and \( M_i \) are nonnegative Radon measures supported on \( \Gamma_u \).
Theorem D. Under the assumptions of Theorem A, let describe the regularity properties of any limit profile, as established by Theorem 8.1 in [25].

Let Theorem C. \( u \) be a limit of \( \{ u_\beta \} \) as \( \beta \to +\infty \), and suppose that \( u_i \neq 0 \) in \( \Omega \) for some \( i \). Then \( u \in G(\Omega) \). In particular, the nodal set of the limit profile satisfies all the conclusions of Theorem C.

1. Theorem under investigation. In this paper we aim at generalizing Theorems A, B, C and D in a very general setting. To be precise, we have in mind to approach the following issues:

   (i) all the previous results concern positive solutions but, especially when dealing with excited states, one would like to treat sign-changing solutions as well;
   (ii) we think that it can be interesting, for modelling and theoretical reasons, to replace the nonlinear term \( \mu_i u_i^3 - \lambda_i u_i \) with a general term of type \( f_i(x, u_i) \), possibly depending on \( \beta \);
   (iii) it is natural, in general, to replace the interaction terms \( u_i u_j^2 \) in (1.1) with a more general power law of type \( u_i |u_j|^{p-1} |u_j|^p \), with \( p > 0 \) (which might be sublinear in \( u_i \));
   (iv) assuming \( a_{ij} = a_{ji} > 0 \) and \( \beta > 0 \), we restrict ourselves to a purely competitive setting.

What happens if we allow some \( a_{ij} \) to be negative, so that we have mixed cooperation and competition, inducing segregation between groups of components?
We mention that phase-separation in systems with non-trivial grouping has been already studied in particular cases in [5, 19, 21]. In [5, 21] minimal solutions are considered, while in [19] systems corresponding to singular perturbations of eigenvalue problems are studied.

To state our results in full generality, we introduce some notation. For an arbitrary \( m \leq d \), we say that a vector \( \mathbf{a} = (a_0, \ldots, a_m) \in \mathbb{N}^{m+1} \) is an \( m \)-decomposition of \( d \) if
\[
0 = a_0 < a_1 < \cdots < a_{m-1} < a_m = d;
\]
given a \( m \)-decomposition \( \mathbf{a} \) of \( d \), we set, for \( h = 1, \ldots, m \),
\[
I_h := \{ i \in \{1, \ldots, d\} : a_{h-1} < i \leq a_h \},
\]
\[
(1.3)
\]
\[
K_1 := \{(i, j) \in I_h^2 \text{ for some } h = 1, \ldots, m, \text{ with } i \neq j \},
\]
\[
K_2 := \{(i, j) \in I_h \times I_k \text{ with } h \neq k \}.
\]
This way, we have partitioned the set \( \{1, \ldots, d\} \) into \( m \) groups \( I_1, \ldots, I_m \). We will consider the system for \( \mathbf{u} = (u_1, \ldots, u_d) \)
\[
(1.4)
\]
\[
-\Delta u_i = f_{i,\beta} = -\beta \sum_{j=1}^{d} a_{ij} |u_i|^{p-1} |u_j|^{p+1} \text{ in } \Omega, \quad i = 1, \ldots, d.
\]
with \( \beta > 0 \), \( p > 0 \), \( a_{ij} = a_{ji} \), being \( a_{ij} = 0 \) for \( (i, j) \in K_1 \), \( a_{ij} > 0 \) whenever \( (i, j) \in K_2 \). This basically means that the term
\[
\beta \sum_{j=1}^{d} a_{ij} |u_i|^{p-1} |u_j|^{p+1}
\]
represents a competing term between groups of components: heuristically speaking, \( u_i \) and \( u_j \) compete if \( i \in I_h \) and \( j \in I_k \) for \( h \neq k \). The assumption on the nonlinear terms \( f_{i,\beta} \) depends on the value of \( p \).

(H) If \( p \geq 1 \), then \( f_{i,\beta} : \Omega \to \mathbb{R} \), and given \( K \subseteq \Omega \) there exists \( C = C(K) \) such that
\[
|f_{i,\beta}(x)| \leq C \quad \forall i = 1, \ldots, d, \quad x \in K.
\]
If \( 0 < p < 1 \), then \( f_{i,\beta} : \Omega \times \mathbb{R} \to \mathbb{R} \), and we suppose that given \( K \subseteq \Omega \) there exists \( C = C(K) \) such that
\[
|f_{i,\beta}(x, s)| \leq C \sum_{j \not\in I_h} |s_j|^p \quad \forall i \in I_h, \quad (x, s) \in K \times \mathbb{R}^N.
\]

We are interested in the asymptotic behaviour, as \( \beta \to +\infty \), of families of possibly sign-changing solutions \( \{\mathbf{u}_\beta\} \). More precisely, the following theorem states that, locally, uniform \( L^\infty \) bounds imply uniform \( C^{0,\alpha} \) bounds, for every \( 0 < \alpha < 1 \).

**Theorem 1.2.** Let \( N \geq 1, p > 0, \mathbf{a} \) be a \( m \)-decomposition, and assume that \( f_{\beta} \) satisfies (H). Let \( \{\mathbf{u}_\beta\}_\beta \) be a family of solutions of (1.4), uniformly bounded in \( L^\infty(\Omega) \). Then for every \( \Omega' \subseteq \Omega \) and \( \alpha \in (0, 1) \) there exists \( C = C(\Omega',\alpha) > 0 \) such that
\[
\|\mathbf{u}_\beta\|_{C^{0,\alpha}(\Omega')} \leq C.
\]

Notice that, due to the local nature of the result, we require neither the boundedness, nor the regularity of \( \Omega \). On the other hand, the estimates can also be up to the boundary, if we assume moreover that \( \mathbf{u}_\beta \) is \( L^\infty \) bounded in \( \Omega \), \( \mathbf{u} \equiv 0 \) on a portion of \( \partial \Omega \), and \( \partial \Omega \) is there sufficiently smooth.
Theorem 1.3. Under the assumptions of Theorem 1.2, for every $\Omega' \subset \mathbb{R}^N$ and $\Omega' \cap \partial \Omega$ is smooth, then for any $\alpha \in (0,1)$ there exists $C = C(\Omega', \alpha) > 0$ such that
$$\|u_\beta\|_{C^{\alpha, \alpha}(\Omega' \cap \Omega)} \leq C.$$ 

Remark 1.4. A typical example which we have in mind is a system of type (1.1) with competition between groups of components, as in [21]: this means that we consider
$$-\Delta u_i + \lambda_i u_i = u_i|u_i|^{p-1} \sum_{j=1}^{k} b_{ij}|u_j|^{p+1} - \beta u_i|u_i|^{p-1} \sum_{j \neq i} a_{ij}|u_j|^{p+1},$$ 
with $b_{ij} \geq 0$ if $(i,j) \in K_1$ (cooperation inside any group of components) and $b_{ij} = 0$ if $(i,j) \in K_2$ (so that the relation between different groups is described by the second terms on the right hand side, which, as already observed, stays for competition between different groups). It is straightforward to check that with the previous conditions on $b_{ij}$, assumption (H) is satisfied by
$$f_{i,\beta}(x, u_\beta) = u_i|u_i|^{p-1} \sum_{j=1}^{k} b_{ij}|u_j,\beta|^{p+1} - \lambda_i u_i,\beta.$$ 
(recall that, by assumption, $\{u_{i,\beta}\}$ is uniformly bounded in $L^\infty$).

From this theorem, we can deduce that, for any such kind of family of solutions $\{u_{i,\beta}\}$, there exists a limiting profile $u \in C^{0,\alpha}_{\text{loc}}$ ($\alpha \in (0,1)$) such that, up to a subsequence,
$$u_{i,\beta} \rightharpoonup u_i \quad \text{strongly in } H^1_{\text{loc}} \cap C^{0,\alpha}_{\text{loc}}.$$ 

We can improve this in the following way, considering also the following assumption for $f := \lim_{\beta \to +\infty} f_\beta$.
(L) $f_i : \Omega \times \mathbb{R} \to \mathbb{R}$, and there exists $C > 0$ such that
$$\sup_{i \in I_h} \sup_{x \in \Omega} \left| f_i(x, s) \right| \leq C \quad \forall s \in [0,1]^N, h = 1, \ldots, m.$$

Theorem 1.5. Let $u$ be a limiting vector function as before, and assume moreover that $f_{i,\beta} \to f_i$ in $C_{\text{loc}}(\Omega \times \mathbb{R}^N)$. Then

1. $u_{i,\beta} \rightharpoonup u_i$ strongly in $H^1_{\text{loc}}(\Omega)$, and for every compact $K \subset \Omega$ we have
$$\beta \int_K \sum_{j \in I_h} |u_{i,\beta}|^{p+1} |u_{j,\beta}|^{p+1} \to 0$$ 
as $\beta \to \infty$, for every $(i,j) \in K_2$;

2. for each $h = 1, \ldots, m$, and $i \in I_h$, we have
$$-\Delta u_i = f_i(x, u) \quad \text{in the open set } \left\{ \sum_{j \in I_h} u_j^2 > 0 \right\}.$$ 

3. $u_i u_j \equiv 0$ whenever $(i,j) \in K_2$ (segregation between groups).

Furthermore, if $f$ satisfies (L), then

4. $u_i$ is Lipschitz continuous in $\Omega$.

We now turn to the regularity issue in the emerging free boundary problem. For this purpose, we extend Definition 1.1 to groups of segregated components, each component being eventually sign-changing.
Definition 1.6. We define $\mathcal{G}(\Omega)$ as the set of functions $u = (u_1, \ldots, u_d) \in H^1(\Omega, \mathbb{R}^d) \setminus \{0\}$ such that:

(G1) $u_i$ are Lipschitz continuous on $\Omega$, and such that $u_i u_j \equiv 0$ in $\Omega$ for every $(i, j) \in K_2$;

(G2) each component $u_i$ satisfies

$$-\Delta u_i = f_i(x, u) - M_i \quad \text{in} \quad D'((\Omega) = (C_0^\infty(\Omega))',$$

where $f$ satisfies (L), and $M_i$ are nonnegative Radon measures supported on $\Gamma_u := \{x \in \Omega : u = 0\}$.

(G3) for every $x_0 \in \Omega$ and $0 < r < \text{dist}(x_0, \partial \Omega)$ it holds

$$(2 - N) \sum_{i=1}^d \int_{B_r(x_0)} |\nabla u_i|^2 = r \sum_{i=1}^d \int_{\partial B_r(x_0)} (2(\partial \nu u_i)^2 - |\nabla u_i|^2)$$
$$+ 2 \sum_{i=1}^d \int_{B_r(x_0)} f_i(x, u) \nabla u_i \cdot (x - x_0).$$

We write that $u \in \mathcal{G}_{\text{loc}}(\mathbb{R}^N)$ if $u \in \mathcal{G}(B_R(0))$ for every $R > 0$.

We have the following regularity result.

Theorem 1.7. Let $u \in \mathcal{G}(\Omega)$. Then

1. $\mathcal{H}_{\text{dim}}(\Gamma_u) \leq N - 1$;

2. there exists a set $\mathcal{R}_u \subseteq \Gamma_u$, relatively open in $\Gamma_u$, such that
   - $\mathcal{H}_{\text{dim}}(\Gamma_u \setminus \mathcal{R}_u) \leq N - 2$;
   - $\mathcal{R}_u$ is a collection of hypersurfaces of class $C^{1,\alpha}$ (for some $0 < \alpha < 1$), each one locally separating two connected components of $\Omega \setminus \Gamma_u$.
   - given $x_0 \in \mathcal{R}_u$, there exist $h, k \in \{1, \ldots, m\}$ such that
     $$(1.5) \lim_{x \to x_0^\pm} \sum_{i \in I_k} |\nabla u_i|^2 = \lim_{x \to x_0^\pm} \sum_{i \in I_k} |\nabla u_i|^2 \neq 0,$$
     where $x \to x_0^\pm$ are limits taken from opposite sides of the hypersurface.
   - whenever $x \in \Gamma_u \setminus \mathcal{R}_u$, we have
     $$(1.6) \sum_{i=1}^d |\nabla u_i(x)|^2 \to 0 \quad \text{as} \quad x \to x_0.$$

3. Furthermore, if $N = 2$, then $\mathcal{R}_u$ consists in a locally finite collection of curves meeting with equal angles at singular points.

We remark that having sign-changing solutions adds some difficulties to the proof of the previous theorem, since one needs to take into account the intersection of the nodal set of each individual component with the common nodal set of all components. However, during the proof we will show that in the neighbourhood of each regular point of $\Gamma_u$ there are always components which do not change sign.

Theorem 1.8. Under the assumptions of Theorem 1.2, suppose furthermore that $f_{i,\beta} \to f_i$ in $C_{\text{loc}}(\Omega \times \mathbb{R}^N)$ with $f$ satisfying (L), and that the limiting profile (as $\beta \to \infty$) $u$ is such that $u_i \neq 0$ in $\Omega$ for at least some $i$. Then $u \in \mathcal{G}(\Omega)$. In particular, the common nodal set of the limiting profile satisfies all the conclusions of Theorem 1.7.
To conclude, we observe that a couple of problems addressed and solved for family of solutions to (1.1) remains open in our general context: firstly, the proof of the uniform boundedness in the Lipschitz space, as in [24]; secondly, the precise description of the singular set in the emerging free boundary problem, as in [7, 31]. These will be object of future investigation.

1.3. Structure of the paper. The paper is organized as follows: in Section 2 we prove Theorems 1.2 and 1.3. We follow the structure of the proof of Theorem 1.1 in [18], but, as we shall see, we have to face several complications which mainly arise from the fact that we have a non-trivial grouping among the different components, and that we deal with arbitrary exponents $p > 0$ (thus including sublinear terms). Section 3 is devoted to the proof of Theorem 1.5. In Section 4 we present the proofs of Theorems 1.7 and 1.8. This part differs substantially with respect to [5, 25], since, as we shall see, the effect of the nontrivial grouping together with the fact that we do not consider minimal solutions introduce several complications. In particular, a new boundary Harnack Principle is proved in Subsection 4.1. Finally, we collect all the Liouville-type theorems that we used in the paper in an appendix, for the reader’s convenience; although most of such results are already known, we need also new ones to treat the case $0 < p < 1$.

2. Proof of the uniform Hölder bounds

In this section we prove first Theorem 1.2 and will assume from now on its assumptions. The proof closely follows those of Theorem 1.1 in [18] and of Theorem 2.6 in [29] (see also [19, Theorem 2.11]), with the necessary modifications which come from the fact that we are considering a “non purely competitive” setting, sign-changing solutions, and interactions with general $p > 0$ (in case smaller than 1). Without loss of generality we suppose that $\Omega \supset B_3$, and we aim at proving the uniform Hölder bound in $B_1$. We know that

$$\sup_{i=1, \ldots, d} \|u_{i, \beta}\|_{L^\infty(B_2)} \leq M < +\infty$$

independently on $\beta$. Let $\eta \in C_1^1(\mathbb{R}^N)$ be a radially decreasing cut-off function such that

$$\eta(x) = \begin{cases} 
1 & \text{for } x \in B_1 \\
0 & \text{for } x \in \mathbb{R}^N \setminus B_2 \\
(2 - |x|)^2 & \text{for } x \in B_2 \setminus B_3/2.
\end{cases}$$

The explicit shape of $\eta$ in $B_2 \setminus B_3/2$ will allow us to control the ratio $\eta(x)/\eta(y)$ for $x, y$ in certain balls that are close to $\partial B_2$, see Remark 2.1 ahead. We aim at proving that the family $\{\eta u_{i, \beta} : \beta > 0\}$ admits a uniform bound on the $\alpha$-Hölder semi-norm, that is, there exists $C > 0$, independent of $\beta$, such that

$$\sup_{i=1, \ldots, d} \sup_{x \neq y \in B_2} \frac{|(\eta u_{i, \beta})(x) - (\eta u_{i, \beta})(y)|}{|x - y|^\alpha} \leq C.$$

Since $\eta = 1$ in $B_1$, once (2.2) is proved, Theorem 1.2 follows.

If $\beta$ varies in a bounded interval, then such a uniform bound does exist by elliptic regularity. Indeed, in such a case, since both $f_{i, \beta}$ and $u_{i, \beta}$ are uniformly bounded in $L^\infty(B_2)$, also

$$f_{i, \beta}(x, u_{\beta}) - \beta \sum_{j=1}^d a_{ij} u_{i, \beta} |u_{i, \beta}|^{p-1} |u_{j, \beta}|^{p+1}$$

is uniformly bounded in $B_2$. 

Thus, we may conclude using the classical estimate [14 Theorem 9.11] and the embeddings [14 Theorem 7.26]. Hence, let us assume by contradiction that there exists a sequence $\beta_n \to +\infty$ and a corresponding sequence $\{u_n\}$ such that

$$L_n := \sup_{i=1,\ldots,d} \sup_{x \neq y \in B_r^2} \frac{|(\eta u_{i,n})(x) - (\eta u_{i,n})(y)|}{|x - y|^\alpha} \to \infty$$

as $n \to +\infty$.

Up to a relabelling, we may assume that the supremum is achieved for $i = 1$ and at a pair of points $x_n, y_n \in B_r^2$ and moreover, $x_n \neq y_n$ since, for $\beta_n$ fixed, the functions $u_{1,n}$ are smooth. As $\{u_3\}$ is uniformly bounded in $L^\infty(B_2)$, it is immediate to observe that $|x_n - y_n| \to 0$ as $n \to \infty$, since

$$|x_n - y_n|^{\alpha} \leq \frac{|(\eta u_{1,n})(x_n) - (\eta u_{1,n})(y_n)|}{L_n} \leq C.$$  

2.1. Blow-up analysis. As in [24, 27, 29] the contradiction argument is based on two blow-up sequences:

$$v_{1,n}(x) := \eta(x_n) \frac{u_{i,n}(x_n + r_n x)}{L_n r_n^{\alpha}}$$

and

$$\bar{v}_{1,n}(x) := \frac{(\eta u_{i,n})(x_n + r_n x)}{L_n r_n^{\alpha}},$$

both defined on the scaled domain $(\Omega - x_n)/r_n \supset (B_3 - x_n)/r_n =: \Omega_n$. The function $\bar{v}_n$ is the one for which the Hölder quotient is normalized (see Lemma 2.2-(1) ahead), however it satisfies a rather complicated system. On the other hand, its localized version $v_n$, as we will see, satisfies a simple system related to (1.4). We will also check that both blow-up functions have (locally) comparable $L^\infty$ norms and gradients (as a byproduct of Remark 2.1 below), and this allows to interchange information from one function to the other. This idea goes back to the “freezing of the coefficients” used in the proof of the classical Schauder estimates (see for instance Section 6 in [14]), and was firstly used in this context by K. Wang [29].

The functions $v_n$ are non-trivial in the subset $(B_2 - x_n)/r_n =: \Omega'_n$. Here $0 < r_n \to 0$ will be conveniently chosen later. Note that $\{\Omega'_n\}$ converges to a limit domain $\Omega_\infty$, which can be a half-space or the entire space according to the asymptotic behaviour of the sequence

$$\text{dist}(0, \partial \Omega'_n) = \frac{\text{dist}(x_n, \partial B_2)}{r_n}.$$  

On the other hand, since $\Omega_n \supset B_{1/r_n}$ in the limit as $n \to \infty$ it results that $\Omega_n$ approaches $\mathbb{R}^N$. The following remark, that originates from the explicit definition of $\eta$ in $B_2 \setminus B_{\delta/2}$, will allow us to compare the gradients of $v_{i,n}$ and $\bar{v}_{i,n}$, which will be essential in the proofs of Lemma 2.3 and Lemma 2.5.

Remark 2.1. For an arbitrary $x \in B_2$, let $r_x := |x|$ and $d_x := \text{dist}(x, \partial B_2) = 2 - r_x$. In light of (2.1), it is possible to check that

$$\sup_{x \in B_2} \sup_{\rho \in (0, d_x/2)} \frac{\sup_{B_\rho(x)} \eta}{\inf_{B_\rho(x)} \eta} \leq 16.$$  

Indeed, for any $x \in B_2 \setminus B_{7/4}$ and for every $\rho \in (0, d_x/2)$, we have $B_{\rho, 2}(x) \subset B_2 \setminus B_{3/2}$, and

$$\sup_{B_\rho(x)} \eta \leq \sup_{B_{d_x/2}(x)} \eta = \left(2 - r_x + \frac{d_x}{2}\right)^2 = \frac{9}{4}(2 - r_x)^2,$$

and

$$\inf_{B_\rho(x)} \eta \geq \inf_{B_{d_x/2}(x)} \eta = \left(2 - r_x - \frac{d_x}{2}\right)^2 = \frac{1}{4}(2 - r_x)^2,$$
On the other hand, for $x \in B_{3/2}$, we have $B_{d_x/2}(x) \subset B_{7/4}$, and

$$\sup_{B_{d_x/2}(x)} \eta \leq 1, \quad \text{and} \quad \inf_{B_{d_x/2}(x)} \eta \geq \inf_{B_{7/4}(0)} \eta \geq \left(2 - \frac{7}{4}\right)^2 = \frac{1}{16}.$$ 

Basic properties of the blow-up sequences are collected in the following lemma.

**Lemma 2.2.** In the previous setting, it results that:

1. the sequence $\{\bar{v}_n\}$ has uniformly bounded $\alpha$-Hölder semi-norm in $\Omega', \Omega_n$, and in particular

$$\sup_{i=1, \ldots, d} \sup_{x \neq y, x, y \in I_{h_n}} \frac{|\bar{v}_{i,n}(x) - \bar{v}_{i,n}(y)|}{|x - y|^\alpha} = \frac{|\bar{v}_{i,n}(0) - \bar{v}_{i,n}(\frac{y_n - x_n}{r_n})|}{|y_n - x_n|^\alpha} = 1$$

for every $n$.

2. $v_{i,n}$ is a solution of

$$-\Delta v_{i,n} = g_{i,n}(x) - M_n v_{i,n} |v_{i,n}|^{p-1} \sum_{j \neq i} a_{ij} |v_{j,n}|^{p+1} \quad \text{in } \Omega_n,$$

where

$$M_n := \beta_n \eta^{2(\alpha p+1)} \left(\frac{L_n}{\eta(x_n)}\right)^{2p}. $$

and

$$g_{i,n}(x) := \begin{cases} \eta(x_n) r_n^{2-\alpha} f_i \beta_n (x_n + r_n x) & \text{if } p \geq 1 \\ \eta(x_n) r_n^{2-\alpha} f_i \beta_n (x_n + r_n x, u_n(x_n + r_n x)) & \text{if } 0 < p < 1. \end{cases}$$

3. $\|g_{i,n}\|_{L^\infty(\Omega_n)} \to 0$ as $n \to \infty$. Moreover, if $0 < p < 1$

$$|g_{i,n}(x)| \leq o_n(1) \sum_{j \in I_n} |v_{j,n}|^p \quad \text{for every } i \in I_n.$$

4. for every compact set $K \subset \mathbb{R}^N$ we have

$$\sup_K |v_n - \bar{v}_n| \to 0 \quad \text{as } n \to \infty.$$

5. for every compact $K \subset \mathbb{R}^N$ there exists $C > 0$ such that

$$|v_{i,n}(x) - v_{i,n}(y)| \leq C |x - y|^\alpha$$

for every $x, y \in K$ and $i = 1, \ldots, d$; in particular $\{v_{i,n}\}$ has uniformly bounded oscillation in any compact set.

**Proof.** The proof of points (1)-(2) is trivial. For (3), it is sufficient to use the definition of $g_{i,n}$ and the boundedness of $\{u_{i,n}\}$ in $L^\infty(\Omega)$, plus assumption (H). As far as (4) is concerned, since $\eta$ is globally Lipschitz continuous with constant denoted by $l$, and $\{u_{i,n}\}$ is uniformly bounded in $K$, we have

$$|v_{i,n}(x) - \bar{v}_{i,n}(x)| = \frac{|u_{i,n}(x_n + r_n x)|}{L_n r_n^\alpha} \eta(x_n) - \eta(x_n + r_n x) \leq \frac{1}{l} M_n^{1-\alpha} L_n |x|,$$

where we recall that $\|u_{i,n}\|_{L^\infty(B_1)} \leq M$ for every $i$ and $n$. Finally, for (5) we use point (4) and the uniform Hölder boundedness of the sequence $\{\bar{v}_n\}$. \qed
**Lemma 2.3.** Take $0 < r_n \to 0$ such that

$$
\liminf_{n} M_n > 0, \quad \limsup_{n} \frac{|x_n - y_n|}{r_n} < \infty.
$$

Then the sequence $(v_n(0))$ is bounded.

**Remark 2.4.** Although the statement is the same as Lemma 3.4 in [18], due to the different assumptions the proof is very different and thus we shall present it in detail.

**Proof.** Take $R$ such that $R \geq |y_n - x_n|/r_n$ for every $n$, and assume by contradiction that $|v_n(0)| \to +\infty$. Since $v_n(0) = \tilde{v}_n(0)$, and $\{v_n\}$ has uniformly bounded $\alpha$–Hölder semi-norm (recall Lemma 2.2-(1)) we have

$$
|v_n(0)| \leq \inf_{B_{2R}} |\tilde{v}_n| + (4R)^\alpha, \quad \text{hence} \quad \inf_{B_{2R}} |\tilde{v}_n| \to \infty.
$$

Since $\tilde{v}_n|_{\partial B_{2R}} \equiv 0$, we have $B_{2R} \subset \Omega'_n$ for sufficiently large $n$. We observe moreover that, since we can take $R$ arbitrary large, this means, that in the present setting, $\Omega'_n$ exhausts $\mathbb{R}^N$ as $n \to \infty$, and so necessarily

$$
\frac{\text{dist}(x_n, \partial B_2)}{r_n} \to +\infty.
$$

Let $\varphi \in C^\infty_c(B_{2R})$ be a nonnegative function such that $\varphi = 1$ in $B_R$. Fix $h \in \{1, \ldots, m\}$ and take $i \in I_h$. By testing the equation for $v_{i,n}$ in (2.3) against $v_{i,n} \varphi^2$, we obtain (recall that $a_{ij} = 0$ for $j \in I_h$)

$$
\int_{B_{2R}} |\nabla v_{i,n}|^2 \varphi^2 + M_n \int_{B_{2R}} |v_{i,n}|^{p+1} \sum_{j \not\in I_h} a_{ij} |v_{j,n}|^{p+1} \varphi^2 = -\int_{B_{2R}} 2v_{i,n} \varphi \nabla v_{i,n} : \nabla \varphi + \int_{B_{2R}} g_{i,n} v_{i,n} \varphi^2 \leq \frac{1}{2} \int_{B_{2R}} |\nabla v_{i,n}|^2 \varphi^2 + C \int_{B_{2R}} (v_{i,n}^2 + 1),
$$

where in the last equality we used point (3) of Lemma 2.2. Summing up for $i \in I_h$, we have, whenever $k \not\in h$,

$$
M_n \int_{B_{2R}} \sum_{i \in I_h} |v_{i,n}|^{p+1} \sum_{j \not\in I_h} |v_{j,n}|^{p+1} \leq C \int_{B_{2R}} \sum_{i \in I_h} (|v_{i,n}|^2 + 1);
$$

hence, by using at first the fact that $\liminf M_n > 0$, and afterwards the boundedness of the oscillation of $\{v_{i,n}\}$ (see Lemma 2.2-(5)), we deduce that for every $x$ in $B_R$

$$
\left( \sum_{i \in I_h} |v_{i,n}(x)| \right)^{p+1} \left( \sum_{j \not\in I_h} |v_{j,n}(x)| \right)^{p+1} \leq C_1 \left( \sum_{i \in I_h} |v_{i,n}(x)| \right)^2 + C_2
$$

In particular, for every $k \not\in h$, $x \in B_R$, it results that

$$
\left( \sum_{i \in I_h} |v_{i,n}(x)| \right)^{2(p+1)} \left( \sum_{j \not\in I_h} |v_{j,n}(x)| \right)^{2(p+1)} \leq C \left( \left( \sum_{i \in I_h} |v_{i,n}(x)| \right)^2 + 1 \right) \left( \left( \sum_{j \not\in I_h} |v_{i,n}(x)| \right)^2 + 1 \right),
$$
where $C > 0$ depends only on $R$. Evaluating this inequality at $x = 0$, and since $|v_n(0)| \to +\infty$ and $p > 0$, there exists exactly one $\bar{h}$ such that

$$\sum_{i \in I_h} |v_{i,n}(0)| \to +\infty,$$

whereas $\sum_{j \in I_k} |v_{j,n}(0)|$ is bounded, $\forall k \neq \bar{h}$.

This implies, once again by Lemma 2.2 that

$$\inf_{B_{2R}} \sum_{i \in I_h} |v_{i,n}| \to +\infty, \quad \sup_{B_{2R}} \sum_{j \in I_k} |v_{j,n}| \to 0, \quad \forall k \neq \bar{h},$$

and from (2.6) we have that actually

$$\sup_{B_{2R}} \sum_{j \in I_k} |v_{j,n}| \to 0 \quad \forall k \neq \bar{h}.$$

We now split the proof in two cases, and four subcases:

Case 1. $p \geq 1$.

Subcase 1.1. $\bar{h} = 1$, the index associated to the group with the non-constant function $\bar{v}_{1,n}$. In this situation, let

$$I_n := M_n \inf_{B_{2R}} \sum_{i \in I_1} |v_{i,n}|^{p+1} \to +\infty,$$

We recall also that $\sup_{B_{2R}} |v_{j,n}| \to 0$ for every $j \notin I_1$; for such $j$‘s, by Kato’s inequality (see e.g. [4])

$$-\Delta |v_{j,n}| \leq |g_{j,n}(x)| - M_n |v_{j,n}|^p \sum_{k \in I_1} a_{jk} |v_{k,n}|^{p+1}$$

$$\leq \|g_{j,n}\|_{L^\infty(B_R)} - \kappa I_n |v_{j,n}|^p$$

in $B_{2R}$.

Thus by the decay estimate [24, Lemma 2.2] we have

$$I_n \sup_{B_{2R}} |v_{j,n}|^p \leq \frac{C}{R^2} \sup_{B_{2R}} |v_{j,n}| + \sup_{B_{2R}} |g_{j,n}| = o_n(1) \quad \forall j \notin I_1.$$

In particular, for $x \in B_R$,

$$M_n |v_{1,n}|^p \sum_{j \notin I_1} |v_{j,n}|^{p+1} \leq o_n(1) \quad \frac{\sup_{B_{2R}} \sum_{i \in I_1} |v_{i,n}|^p}{M_n^{1/p} \inf_{B_{2R}} \sum_{i \in I_1} |v_{i,n}|^{(p+1)/p}} \to 0,$$

as $(p+1)^2/p > p$ (use also Lemma 2.2-(5)). Thus, as $\|g_{1,n}\|_{L^\infty(B_R)} \to 0$, we have

$$\|\Delta v_{1,n}\|_{L^\infty(B_R)} \to 0$$

for every sufficiently large $R > 0$. We can now conclude this case adapting some ideas from [13, p.281-292]; here the situation is more delicate, because we need to take in account the presence of the function $\eta$. Take the new sequence $w_n(x) := v_{1,n}(x) - v_{1,n}(0)$. Then Lemma 2.2-(5) and (2.7) combined with Ascoli-Arzela’s theorem yields that $w_n \to w_\infty$ in $L^\infty_{\text{loc}}$, where $w_\infty$ is a harmonic function defined in $\mathbb{R}^N$ (recall that the contradiction assumption implies that $\Omega'_n$ approaches $\mathbb{R}^N$).

We claim that

$$\max_{x,y \in \mathbb{R}^N, x \neq y} \frac{|w_\infty(x) - w_\infty(y)|}{|x-y|^\alpha} = 1.$$

If this holds, we immediately have a contradiction with Lemma A.2 in the appendix. In order to prove the claim, we need to consider the blow-up sequence $\{\bar{v}_n\}$, and the auxiliary function $\bar{w}_n(x) = \bar{v}_{1,n}(x) - \bar{v}_{1,n}(0)$. From Lemma 2.2-(4), we have that also $\bar{w}_n \to w_\infty$ in $L^\infty_{\text{loc}}$. Thus, since
we have Lemma \ref{lemma2.2}(1), we are left to prove that \( \liminf |y_n - x_n|/r_n > 0 \). Let \( z_\infty \) be the limit of any convergent subsequence. From (2.7), we have that \( \{w_n\} \) is uniformly bounded in \( C^{1,\gamma}(\overline{B}_R) \), for every \( 0 < \gamma < 1 \). We claim that also \( \{|\nabla \bar{v}_1_n|\} \) is bounded in \( L^\infty(\overline{B}_R) \), and to prove our claim we observe that, since by definition

\[
\bar{v}_1_n(x) = \frac{\eta(x_n + r_n x)}{\eta(x_n)} v_1_n(x),
\]

we have

\[
\nabla \bar{v}_1_n(x) = \frac{\eta(x_n + r_n x)}{\eta(x_n)} \nabla v_1_n(x) + \frac{r_n v_1_n(x)}{\eta(x_n)} \nabla \eta(x_n + r_n x)
\]

(2.8)

\[
= \frac{\eta(x_n + r_n x)}{\eta(x_n)} \nabla v_1_n(x) + \frac{r_n^{1-\gamma} u_1_n(x_n + r_n x)}{L_n} \nabla \eta(x_n + r_n x)
\]

where we used the uniform \( L^\infty \)-boundedness of the sequence \( \{u_n\} \). Let \( K \) be a compact set of \( \mathbb{R}^N \). By (2.5) we have

\[
\sup_{x \in K} |x_n + r_n x - x_n| = r_n C(K) \leq \frac{\operatorname{dist}(x_n, \partial B_2)}{2}
\]

for every \( n \) sufficiently large, so that

\[
\sup_{x \in K} \frac{\eta(x_n + r_n x)}{\eta(x_n)} \leq \sup_{x \in B_2} \sup_{\rho \in (0, 1/2)} \frac{\sup_{B_\rho(x)} \eta}{\inf_{B_\rho(x)} \eta} \leq C,
\]

see Remark 2.1. As a consequence

\[
\sup_K |\nabla \bar{v}_1_n| \leq C \sup_K |\nabla v_1_n| + O(r_n^{1-\gamma} L_n^{-1}) \leq C
\]

as \( n \to \infty \), that is, the sequence \( \{|\nabla \bar{v}_1_n|\} \) is locally uniformly bounded.

Now, if \( |y_n - x_n|/r_n \to 0 \) we would have

\[
1 = \left| \bar{v}_1_n(0) - \bar{v}_1_n \left( y_n - \frac{x_n}{r_n} \right) \right| \leq C \left| \frac{y_n - x_n}{r_n} \right|^{1-\alpha} \to 0,
\]

a contradiction. Thus, \( z_\infty \neq 0 \), which completes the proof of this case.

Subcase 1.2. \( \hat{h} > 1 \), so that there is a non-constant function \( \bar{v}_1_n \) which is not in the group \( I_\hat{h} \).

In this case, let

\[
I_n := M_n \inf_{B_{2R}} \sum_{i \notin I_1} |v_{i,n}|^{p+1} \to +\infty,
\]

and recall that \( \sup_{B_{2R}} |v_{i,n}| \to 0 \). Therefore by Kato’s inequality

\[
-\Delta |v_{1,n}| \leq |g_{1,n}(x)| - M_n |v_{1,n}|^p \sum_{k \notin I_1} a_{1,k} |v_{k,n}|^{p+1}
\]

\[
\leq \|g_{1,n}\|_{L^\infty(\overline{B}_R)} - a_{1j} I_n |v_{1,n}|^p \quad \text{in } B_{2R}.
\]

Once again by the decay estimate \[24\] Lemma 2.2 we have

\[
I_n \sup_{B_R} |v_{1,n}|^p = o_n(1).
\]
In particular, for \( x \in B_R \),

\[
M_n |v_{1,n}|^p \sum_{i \notin I_k} |v_{j,n}|^{p+1} \leq o_n(1) \sup_{B_R} \sum_{i,j \in I_k} |v_{i,n}|^{p+1} \inf_{B_R} \sum_{i \notin I_k} |v_{i,n}|^{p+1} \to 0.
\]

Thus we obtain once again (2.7), and get a contradiction as before.

**Case 2.** \( 0 < p < 1 \).

**Subcase 2.1** \( h = 1 \). Take once again

\[
I_n := M_n \inf_{B_{2R}} \sum_{i \in I_k} |v_{i,n}|^{p+1} \to +\infty,
\]

and recall that, for \( k \neq 1 \), \( \sup_{B_{2R}} \sum_{j \in I_k} |v_{j,n}| \to 0 \), so in particular \( \sum_{j \in I_k} |v_{j,n}|^p \geq \sum_{j \in I_k} |v_{j,n}| \) in \( B_{2R} \) for large \( n \). So, for every \( j \in I_k \), recalling Lemma \( 2.2 \) (3),

\[
-\Delta |v_{j,n}| \leq C \sum_{j \in I_k} |v_{j,n}|^p - \kappa I_n |v_{j,n}|^p \quad \text{in } B_{2R}.
\]

Summing up in \( I_k \),

\[
-\Delta \left( \sum_{j \in I_k} |v_{j,n}| \right) \leq C' \sum_{j \in I_k} |v_{j,n}|^p - \kappa I_n \sum_{j \in I_k} |v_{j,n}|^p \leq -\tilde{C} I_n \sum_{j \in I_k} |v_{j,n}|^p \leq -\tilde{C} I_n \sum_{j \in I_k} |v_{k,n}|
\]

Thus, by the decay estimate [12] Lemma 4.4], we have

\[
\sup_{B_R} \sum_{j \in I_k} |v_{j,n}| \leq C_1 e^{-C_2 \sqrt{T_n}} \quad \forall k \neq 1
\]

and so

\[
|\Delta v_{1,n}| \leq |g_{1,n}| + M_n |v_{1,n}|^p \sum_{j \notin I_k} |v_{j,n}|^{p+1} \leq \|g_{1,n}\|_{L^\infty(B_R)} + 2I_n C_1 e^{-C_2 \sqrt{T_n}} \to 0
\]

uniformly in \( B_R \). This implies (2.7), which leads to a contradiction.

**Subcase 2.2** \( h > 1 \). In this final case, reasoning as before,

\[
|v_{1,n}| \leq \sum_{i \in I_k} |v_{i,n}| \leq C_1 e^{-C_2 \sqrt{T_n}}
\]

where this time

\[
I_n := M_n \inf_{B_{2R}} \sum_{i \notin I_k} |v_{i,n}|^{p+1} \to +\infty,
\]

and again (2.7) holds, as

\[
|\Delta v_{1,n}| \leq |g_{1,n}| + M_n |v_{1,n}|^p \sum_{j \notin I_k} |v_{j,n}|^{p+1} \leq \|g_{1,n}\|_{L^\infty(B_R)} + 2I_n C_1 e^{-C_2 \sqrt{T_n}} \to 0.
\]

\( \square \)

**Lemma 2.5.** Up to a subsequence it results that

\[
\beta_n \left( \frac{I_n}{\eta(x_n)} \right)^{2p} |x_n - y_n|^{2(\alpha p + 1)} \to +\infty
\]

as \( n \to \infty \).
Proof. By contradiction, let us assume that the sequence of the thesis is bounded. We choose

\[ r_n := \left( \beta_n \left( \frac{L_n}{\eta(x_n)} \right)^{2p} \right)^{-1/(2(\alpha p + 1))}, \]

so that \( M_n = 1 \) for every \( n \). Since the condition (2.4) is satisfied, we can apply Lemma 2.3 and conclude that the sequence \( \{v_n\} \) is bounded at 0. Thus, by uniform Hölder continuity, it converges uniformly on compact sets of \( \Omega_{\infty} \) to a globally \( \alpha \)-Hölder continuous function \( v \). Furthermore, since \( (M_n) \) is bounded and \( v_{i,n} \) is defined in \( \Omega_n \), the fact that \( v_n \) solves system (2.3) implies that \( \{v_n\} \) is locally bounded in \( C^{1,\alpha} \). In particular, for every \( R > 0 \) there exists \( C > 0 \) such that

\[ \sup_{i=1,\ldots,d} \sup_{B_R} |\nabla v_{i,n}| \leq C. \]

In case \( \Omega_{\infty} = \mathbb{R}^N \) (which happens if \( \text{dist}(x_n, \partial B_2)/r_n \to +\infty \)), arguing as in the proof of Lemma 2.3 it is possible to show that moreover \( v_1 \) is not constant. Without loss of generality, we assume that \( v_1^+ \) is not constant. By uniform convergence and thanks to point (2) in Lemma 2.2 we have that

\[ -\Delta v_i = -|v_i|^{p-1}v_i \sum_{j \neq i} a_{ij}|v_j|^{p-1} \quad \text{in } \mathbb{R}^N \]

for every \( i = 1, \ldots, d \). In particular

\[ \begin{cases} -\Delta v_1^+ \leq -a_{11}(v_1^+)p(v_1^+)^{p-1} \\
-\Delta v_j^+ \leq -a_{1j}(v_j^+)p(v_j^+)^{p-1} \\
-\Delta v_1^- \leq -a_{11}(v_1^-)p(v_1^-)^{p-1} \\
-\Delta v_j^- \leq -a_{1j}(v_j^-)p(v_j^-)^{p-1} \end{cases} \]

for every \( j \not\in I_1 \). By global Hölder continuity we are in position to apply Lemma A.3, deducing that \( v_j \equiv 0 \) for every \( j \not\in I_1 \). But then \( v_1 \) is a harmonic Hölder continuous non-constant function, a contradiction.

In case \( \Omega_{\infty} \) is a half-space, than necessarily the sequence \( (\text{dist}(x_n, \partial \Omega_n)/r_n) \) is bounded. In such a situation, let us prove first that \( |y_n - x_n|/r_n \neq 0 \). If \( z_n := (y_n - x_n)/r_n \to 0 \), then

\[ |z_n| \leq |z_n|^\alpha (\bar{v}_{1,n}(0) - \bar{v}_{1,n}(z_n)) \leq \frac{2m}{L_n r_n^\alpha} (\eta(x_n) + \eta(y_n)) \]

\[ \leq \frac{2m}{L_n r_n^\alpha} (\text{dist}(x_n, \partial B_2) + \text{dist}(y_n, \partial B_2)) = \frac{2m r_n^{1-\alpha}}{L_n} \left( \frac{2 \text{dist}(x_n, \partial B_2)}{r_n} + \frac{|y_n - x_n|}{r_n} \right), \]

which implies that

\[ |z_n| \leq \frac{\text{dist}(x_n, \partial B_2)}{2r_n} = \frac{\text{dist}(0, \partial \Omega_n)}{2} \]

for every \( n \) sufficiently large. By Remark 2.1 and the estimate (2.8), it results that

\[ \sup_{B_{\text{dist}(0, \partial \Omega_n)/2}} |\nabla v_{1,n}| \leq \sup_{y \in B_{\text{dist}(x_n, \partial B_2)/(2r_n)}} \frac{\eta(x_n + r_n y)}{\eta(x_n)} |\nabla v_{1,n}| + o_n(1) \]

\[ \leq \sup_{x \in B_2} \sup_{\rho \in (0, d_x/2)} \sup_{B_{r(x)}} \eta \inf_{B_{r(x)}} \eta + o_n(1) \leq C. \]
Therefore

\[ 1 = \frac{\|v_{1,n}(0) - v_{1,n}\left(\frac{yn-x_n}{r_n}\right)\|_{\alpha}}{\frac{yn-x_n}{r_n}^{1-\alpha}} \leq \sup_{B_{\text{dist}(n, \partial B_r)/2}} |\nabla v_{1,n}| \left|\frac{yn-x_n}{r_n}\right|^{1-\alpha} \leq C \left|\frac{yn-x_n}{r_n}\right|^{1-\alpha} \to 0, \]

a contradiction which proves that \( z_n \) cannot tend to 0. We infer that the limit function \( v_1 \) is non-constant, and in particular \( |v_1(0) - v_1(z_n)| \neq 0 \) for \( z_n = \lim z_n \). It is easy to see that this leads again to a contradiction, as by the assumption in (2.4) and the uniform convergence of \( v_n \) on compact sets of \( \mathbb{R}^N \) (recall that \( \Omega_n' \) tends to a hal-space, but \( \Omega_n' \subset \Omega_n \to \mathbb{R}^N \), and the function \( v_n \) is defined in \( \Omega_n \)) we have

\[ |v_1(z_n)| = \lim_{n} |v_1,n(z_n)| = \lim_{n} \eta(y_n) |u_{1,n}(y_n)| \leq \lim_{n} \frac{mlr_n^{1-\alpha}}{L_n} \text{dist}(y_n, \partial B_2) \leq \lim_{n} \frac{mlr_n^{1-\alpha}}{L_n} \left( \frac{\text{dist}(x_n, \partial B_2)}{r_n} + \frac{|x_n - y_n|}{r_n} \right) = 0, \]

where we recall that \( \text{dist}(x_n, \partial B_2)/r_n \) is bounded, and \( m \) denotes the upper bound on the \( L^\infty \) norm of \( \{u_n\} \) in \( B_3 \). With similar (actually easier) computations one can also check that \( |v_1(0)| = 0 \), reaching in this way the sought contradiction \( \square \).

**Lemma 2.6.** Let \( r_n := |x_n - y_n| \). Then there exist \( v \in C^{0,\alpha}(\mathbb{R}^N) \) such that up to a subsequence

1. \( v_n \to v \) uniformly on compact sets of \( \mathbb{R}^N \);
2. \( v_n \to v \) in \( H_{\text{loc}}^1(\mathbb{R}^N) \), and for every \( r > 0 \)

\[ \lim_{n \to \infty} \int_{B_r} M_n |v_{i,n}|^{p+1} |v_{j,n}|^{p+1} = 0 \quad \text{for every } (i, j) \in K_2. \]

**Proof.** First of all, we show that in the present setting \( \Omega_n' \to \mathbb{R}^N \). Indeed, by definition and using the Lipschitz continuity of \( \eta \) we have

\[ L_n = \frac{\|\eta u_{1,n}(x_n) - \eta u_{1,n}(y_n)\|}{r_n^{\alpha}} \leq \frac{ml}{r_n^{\alpha}} \left( \text{dist}(x_n, \partial B_2) + \text{dist}(y_n, \partial B_2) \right). \]

Equivalently,

\[ \left( \frac{\text{dist}(x_n, \partial B_2)}{r_n} + \frac{\text{dist}(y_n, \partial B_2)}{r_n} \right) \geq \frac{L_n r_n^{\alpha-1}}{ml} \to +\infty \]

as \( n \to \infty \), which proves the assertion. The rest of the proof is now an easy generalization of that of Lemma 3.6 in [18], and thus is only sketched.

With our choice of \( r_n \), by Lemma 2.3, we have \( M_n \to +\infty \), and the assumption of Lemma 2.3 are satisfied. Therefore, \( \{v_n(0)\} \) is a bounded sequence, which by point (5) of Lemma 2.2 implies that \( v_n \to v \) locally uniformly on \( \mathbb{R}^N \) (up to a subsequence).

For point (ii), we introduce a smooth cut-off function \( \varphi \) with \( 0 \leq \varphi \leq 1 \), \( \varphi \equiv 1 \) in \( B_r \) and \( \varphi \equiv 0 \) in \( \mathbb{R}^N \setminus B_r \). Testing the equation for \( v_{i,n} \) against \( \varphi \) and using the Kato’s inequality, it is not difficult to check that

\[ \int_{B_r} M_n a_{ij} |v_{i,n}|^{p} \sum_{j \neq i} a_{ij} |v_{j,n}|^{p+1} \leq C \quad \forall i. \]
and since $M_n \to +\infty$ this implies $v_i v_j \equiv 0$ in $\mathbb{R}^N$ whenever $(i, j) \in K_2$ (recall that $K_2$ has been defined in (1.3)). As a consequence
\[ M_n \int_{B_r} |v_{i,n}|^{p+1} |v_{j,n}|^{p+1} \leq \|v_{i,n}\|_{L^\infty(B_r \cap \{v_i \equiv 0\})} \int_{B_r} M_n |v_{i,n}|^p |v_{j,n}|^p + \|v_{j,n}\|_{L^\infty(B_r \cap \{v_i \equiv 0\})} \int_{B_r} M_n |v_{i,n}|^{p+1} |v_{j,n}|^p \to 0 \]
as $n \to \infty$, for every $(i, j) \in K_2$.

It remains to prove that $v_n \to v$ strongly in $H^1_{\text{loc}}(\mathbb{R}^N)$. To this aim, we test the equation for $v_{i,n}$ against $v_{i,n} \varphi^2$, deducing that $\|\nabla v_{i,n}\|_{L^2(B_r)}$ is a bounded sequence. This ensures that $v_{i,n} \to v_i$ in $H^1(B_r)$, and that, if necessary replacing $r$ with a slightly smaller quantity, also $\|\nabla v_{i,n}\|_{L^2(\partial B_r)}$ is bounded. Hence, testing the equation for $v_{i,n}$ against $v_{i,n} - v_i$, and recalling also (2.9), we conclude that
\[ \lim_{n \to \infty} \int_{B_r} |\nabla v_{i,n}|^2 - |\nabla v_i|^2 = \lim_{n \to \infty} \int_{B_r} \nabla v_{i,n} \cdot \nabla (v_{i,n} - v_i) \leq \lim_{n \to \infty} \|v_{i,n} - v_i\|_{L^\infty(B_r)} \left( \int_{\partial B_r} |\partial B v_{i,n}| + C \right) = 0 \]
as $n \to +\infty$, i.e. $v_{i,n} \to v_i$ also in the $H^1(B_r)$ norm, which completes the proof. □

**Lemma 2.7.** Let $v$ be defined in Lemma [2.6]. Then:

(i) $v_i v_j \equiv 0$ for every $(i, j) \in K_2$;

(ii) $\max_{x \in \partial B_1} |v_i(x) - v_i(0)| = 1$;

(iii) it results
\[ -\Delta v_i = 0 \text{ in } \left\{ \sum_{j \in I_h} |v_j| > 0 \right\} \]

for every $i \in I_h$, $h = 1, \ldots, m$.

(iv) $v_j \equiv 0$ in $\mathbb{R}^N$ for every $j \notin I_1$;

(v) the set $\{ x \in \Omega : v_i(x) = 0 \text{ for all } i \in I_1 \}$ is not empty, and the sets $\{ x \in \Omega : v_i(x) \neq 0 \}$ are connected for every $i \in I_1$. In particular, $v_i$ does not change sign for every $i \in I_1$.

**Proof.** The first two points are trivial. Concerning (iii), by continuity the set $\left\{ \sum_{j \in I_h} |v_j| > 0 \right\}$ is open. Given any point $x_0$ such that $\sum_{j \in I_h} |v_j(x_0)| > 0$, we find a neighbourhood of $x_0$ where $v_i$ is harmonic for $i \in I_h$. By Hölder continuity there exists $\rho > 0$ small enough that $\sum_{j \in I_h} |v_j| \geq 2\gamma > 0$ in $B_\rho(x_0)$, so that by uniform convergence $\sum_{j \in I_h} |v_j(x_0)| \geq \gamma$ in $B_\rho(x_0)$ for every $n$ sufficiently large. Therefore, for any $i \in I_h$ and $k \notin I_h$,
\[ \int_{B_\rho(x_0)} M_n |v_{i,n}|^p |v_{k,n}|^{p+1} \leq C \sum_{j \in I_h} \int_{B_\rho(x_0)} M_n |v_{j,n}|^{p+1} |v_{k,n}|^{p+1} \to 0 \]
as $n \to \infty$, for every $j$ such that $(i, j) \notin K_1$. Testing the equation for $v_{i,n}$ against a test function $\varphi \in C^\infty_c(B_\rho(x_0))$, we obtain (recall that $a_{ij} = 0$ whenever $(i, j) \in K_1$)
\[ \int_{B_\rho(x_0)} \nabla v_{i,n} \cdot \nabla \varphi = \int_{B_\rho(x_0)} g_{i,n} \varphi - M_n |v_{i,n}|^{p-1} v_{i,n} \sum_{j \neq i} a_{ij} |v_{j,n}|^{p+1} \varphi \]
and, as \( n \to \infty \),
\[
\int_{B_n(x_0)} \nabla v_i \cdot \nabla \varphi = 0,
\]
which completes the proof.

As far as \((iv)\) is concerned, by the previous point \( v_1 \) must vanish somewhere in \( \mathbb{R}^N \) (indeed, if not, \( v_1 \) would be a non-constant Hölder continuous harmonic function in \( \mathbb{R}^N \), a contradiction by Corollary A.2), and also \( v_j \) must vanish somewhere for every \( j \not\in I_1 \) (otherwise we would have \( v_1 \equiv 0 \) in \( \mathbb{R}^N \), again a contradiction). This, by continuity, implies that \( |v_1| \) and \( |v_j| \) must have a common zero, and thus they satisfy all the assumptions of Lemma A.1. Since \( v_1 \) is not constant, we deduce that
\[
v_j \equiv 0 \quad \text{in } \mathbb{R}^N \text{ for every } j \not\in I_1.
\]
To prove point \((v)\) we argue by contradiction assuming that \( \{v_1 \neq 0\} \) non-trivially decomposes into \( \Omega_1 \cup \Omega_2 \). Then one of the pairs \((v_1|_{\bar{\Omega}_1},v_1|_{\bar{\Omega}_2})\), \((v_1|_{\bar{\Omega}_1},v_1|_{\bar{\Omega}_2})\), \((v_1|_{\bar{\Omega}_1},v_1|_{\bar{\Omega}_2})\) and \((v_1|_{\bar{\Omega}_1},v_1|_{\bar{\Omega}_2})\) extended by 0 to the whole \( \mathbb{R}^N \) - would be non-trivial and would satisfy the assumptions of Lemma A.1 and also Corollary A.2, and also we deduce that
\[
v_j \equiv 0 \quad \text{in } \mathbb{R}^N \text{ for every } j \not\in I_1.
\]

\[\square\]

2.2. Almgren monotonicity formula. As in [18], to complete the proof Theorem 1.2 we show that \( v_j \) is radially homogeneous with respect to each one of its zeros. To this aim, we state an Almgren monotonicity formula for the elements \( v_n \) of the blow-up sequence, and we show that the limit function \( v \) inherits such property.

We recall that \( v_n \) is a solution to (2.3). Let \( x_0 \in \Omega \) and \( r > 0 \) such that \( B_r(x_0) \subset \Omega \); we define

- \( H_n(x_0,r) := \frac{1}{r^{N-1}} \int_{\partial B_r(x_0)} \sum_{i=1}^{k} v_i^2 \)
- \( E_n(x_0,r) := \frac{1}{r^{N-2}} \int_{B_r(x_0)} \sum_{i=1}^{k} \left| \nabla v_i \right|^2 + 2M_n \sum_{1 \leq i < j \leq k} a_{ij} |v_i|^{p+1} |v_j|^{p+1} - \sum_{i=1}^{k} \varrho_{i,n}(x) v_i \)
- \( N_n(x_0,r) := \frac{E_n(x_0,r)}{H_n(x_0,r)} \) (Almgren frequency function).

We also set

- \( H_\infty(x_0,r) := \frac{1}{r^{N-1}} \int_{\partial B_r(x_0)} \sum_{i=1}^{k} v_i^2 \)
- \( E_\infty(x_0,r) := \frac{1}{r^{N-2}} \int_{B_r(x_0)} \sum_{i=1}^{k} \left| \nabla v_i \right|^2 \)
- \( N_\infty(x_0,r) := \frac{E_\infty(x_0,r)}{H_\infty(x_0,r)} \) (Almgren frequency function).

Parts of the proofs of the following results can be obtained by slightly modifying those of Proposition 3.9 in [18] (where a specific choice of the reaction terms is considered), of the results of Section 2 in [25] (where segregated configurations are considered), or of the results in Subsection 3.1 in [23] (where the reaction term \( f_i(\cdot,u) \) is replaced by \( f_i(\cdot,u_0) \)). We will only prove what requires something new.

Since the limit function \( v \) is non-trivial and continuous, there exists \( 0 < r_1 < r_2 \) and \( x_0 \in \mathbb{R}^N \) such that \( H(x_0,r) \neq 0 \) for every \( r \in (r_1,r_2) \).
\textbf{Lemma 2.8.} Let \( r \in (r_1, r_2) \). Then

\[
\frac{d}{dr} H_n(x_0, r) = \frac{2}{r^{N-1}} \int_{\partial B_r(x_0)} \sum_{i=1}^d v_{i,n} \partial_r v_{i,n} = \frac{2E_0(x_0, r)}{r},
\]

and

\[
N_n(x_0, r + \delta) - N_n(x_0, r) = \int_r^{r+\delta} \frac{2}{s^{2N-3}H_n(x_0, s)} \left[ \left( \int_{\partial B_r(x_0)} (\partial_r v_{i,n})^2 \right) \left( \int_{\partial B_r(x_0)} \sum_i v_{i,n}^2 \right) - \left( \int_{\partial B_r(x_0)} \sum_i v_{i,n} \partial_r v_{i,n} \right)^2 \right] + o_n(1),
\]

where \( o_n(1) \to 0 \) as \( n \to \infty \), whenever \( \delta \) is such that \( r + \delta \in (r_1, r_2) \). 

\textbf{Proof.} Being \( a_{ij} = 0 \) for every \( (i, j) \in K_1 \) (see definition (1.3)), we can directly repeat the proof of Lemma 3.3 in [24], obtaining

\[
d \frac{d}{dr} N_n(x_0, r) = \frac{2}{r^{2N-3}H_n(x_0, r)} \left[ \left( \int_{\partial B_r(x_0)} \sum_i (\partial_r v_{i,n})^2 \right) \left( \int_{\partial B_r(x_0)} \sum_i v_{i,n}^2 \right) - \left( \int_{\partial B_r(x_0)} \sum_i v_{i,n} \partial_r v_{i,n} \right)^2 \right] + \frac{M_n}{H_n(x_0, r)^{N-1}} \int_{B_r(x_0)} \sum_{i<j} a_{ij} |v_{i,n}|^{p+1} |v_{j,n}|^{p+1} \]

\[+ \frac{2pM_n}{(p+1)} H_n(x_0, r)^{N-2} \int_{\partial B_r(x_0)} \sum_{i<j} a_{ij} |v_{i,n}|^{p+1} |v_{j,n}|^{p+1} \]

\[+ \frac{1}{H_n(x_0, r)^{N-1}} \int_{B_r(x_0)} \left[ \sum_i g_{i,n}(x)v_{i,n} + 2 \sum_i g_{i,n}(x) \nabla v_{i,n} \cdot (x - x_0) \right] \]

\[+ \frac{1}{r^{N-2}H_n(x_0, r)} \int_{\partial B_r(x_0)} g_{i,n}(x)v_{i,n} \]

The thesis follows thanks to point (3) of Lemma 2.2 and to point (ii) of Lemma 2.6, having observed that for every \( \delta > 0 \) the function \( H_n(x_0, \cdot) \) is uniformly bounded from below in \( [r_1 + \delta, r_2 - \delta] \). \( \square \)

The main consequences of the previous lemma are summarized in the following statement.

\textbf{Proposition 2.9.} For every \( x_0 \in \mathbb{R}^N \) we have that \( H_\infty(x_0, r) \neq 0 \) for every \( r > 0 \); the function \( N_\infty(x_0, \cdot) \) is absolutely continuous and monotone non-decreasing, and

\[
\frac{d}{dr} \log H_\infty(x_0, r) = \frac{2}{r} N_\infty(x_0, r).
\]

Moreover, if \( N_\infty(x_0, r) = \gamma \) for every \( r \in [\rho_1, \rho_2] \), then \( \nu = r^\gamma \mathbf{v}(\theta) \) in \( \{ \rho_1 < r < \rho_2 \} \), where \( (r, \theta) \) denotes a system of polar coordinates centred in \( x_0 \).

\textbf{Proof.} The result can be proved as in steps 4, 5 and 6 of Proposition 3.9 in [18], and thus here we only sketch the argument.
Given $x_0 \in \mathbb{R}^N$, let $r_1 < r_2$ be such that $H_\infty(x_0, r) \neq 0$ in $(r_1, r_2)$. By Lemma 2.8 we have

$$N_n(x_0, r + \delta) - N_n(x_0, r) = \int_r^{r+\delta} \frac{2}{s^{2N-3}H_n(x_0, s)} \left[ \left( \int_{\partial B_s(x_0)} \sum_i (\partial_s v_{i,n})^2 \right) \left( \int_{\partial B_s(x_0)} \sum_i v_{i,n}^2 \right) - \left( \int_{\partial B_s(x_0)} \sum_i v_{i,n} \partial_s v_{i,n} \right)^2 \right] + o_n(1),$$

where $o_n(1) \to 0$ as $n \to \infty$, for any $r, \delta$ such that $r, r + \delta \in (r_1, r_2)$. Passing to the limit in the previous identity, we obtain

$$N_\infty(x_0, r + \delta) - N_\infty(x_0, r) = \int_r^{r+\delta} \frac{2}{s^{2N-3}H_\infty(x_0, s)} \left[ \left( \int_{\partial B_s(x_0)} \sum_i (\partial_s v_i)^2 \right) \left( \int_{\partial B_s(x_0)} \sum_i v_i^2 \right) - \left( \int_{\partial B_s(x_0)} \sum_i v_i \partial_s v_i \right)^2 \right],$$

and the right hand side is nonnegative by the Cauchy-Schwarz inequality. This proves the monotonicity of $N_\infty(x_0, \cdot)$.

To show that $H_\infty(x_0, r) \neq 0$ for every $r > 0$, we first observe that by Lemma 2.8 the function $H_\infty(x_0, \cdot)$ is non-decreasing in $r$ when $H_\infty(x_0, r) \neq 0$. Thus, if $H_\infty(x_0, r) = 0$ for some positive $r$, it is well defined the number $0 < r_0 := \inf\{r > 0 : H_\infty(x_0, r) \neq 0\}$, and $H_\infty(x_0, r) > 0$ for every $r > r_0$. On the other hand, by the monotonicity of $N_\infty(x_0, \cdot)$, we have also

$$\frac{d}{dr} \log H_\infty(x_0, r) = \frac{2N_\infty(x_0, r)}{r} \leq \frac{C}{r} \implies H_\infty(x_0, r_2) \leq H_\infty(x_0, r_1) \left( \frac{r_2}{r_1} \right)^{2C}$$

for every $r_1, r_2 \in (r_0, r_0 + 1)$; taking the limit as $r_1 \to r_0^+$, by continuity, we infer that $H_\infty(x_0, r_2) = 0$ for every $r_2 \in (r_0, r_0 + 1)$, a contradiction.

It remains to prove that if $N_\infty(x_0, r) \equiv \gamma$ is constant on an interval $r \in (\rho_1, \rho_2)$, then the function $v$ is radially homogeneous. To this aim, we observe that in such case the right hand side in (2.10) is necessarily 0 for almost every $r$, which, by the Cauchy-Schwarz inequality, is possible only if

$$(x - x_0) \cdot \nabla v_\infty(x) = \lambda(x - x_0) v_\infty$$

Inserting this relation in the definition of $N_\infty(x_0, r)$, we can directly compute $\lambda(x - x_0) = \gamma$ and the thesis follows.

2.3. Conclusion of the proof of the uniform Hölder bounds. Using Lemma 2.7 and Proposition 2.9 we can complete the proof of Theorem 1.2.

We recall that $(v_1, \ldots, v_d)$ is globally $\alpha$-Hölder continuous, and, by Proposition 2.7, it is possible to choose $x_0$ such that $v_i(x_0) = 0$ for every $i$. We claim that $N_\infty(x_0, r) \equiv \alpha$ for $r > 0$. Indeed, if $N_\infty(x_0, \bar{r}) \leq \alpha - \varepsilon$ for some $\varepsilon > 0$, then by monotonicity

$$\frac{d}{dr} H_\infty(x_0, r) = \frac{2}{r} N_\infty(x_0, r) \leq \frac{2(\alpha - \varepsilon)}{r}$$

for every $r \in (0, \bar{r})$, which implies $H(r) \geq C r^{2(\alpha - \varepsilon)}$ for $0 < r < \bar{r}$. On the contrary, by Hölder continuity and the fact that $v_i(x_0) = 0$ for all $i$ we have also $H_\infty(x_0, r) \leq C r^{2\alpha}$ for all $r > 0$, a contradiction for $r$ small. Arguing in a similar way for $r$ large it is possible to rule out the possibility that $H_\infty(x_0, \bar{r}) \geq \alpha + \varepsilon$ for some $\bar{r}, \varepsilon > 0$. 
Moreover, up to a translation and a rotation, we may assume that \( v_1(x) = r^a g_1(\theta) \). Therefore, the zero set \( \Gamma = \{ v_1 = 0 \} \) is a cone with respect to any of its points, i.e. is an affine subspace of \( \mathbb{R}^N \). Now there are two cases: either the dimension of \( \Gamma \) is equal to \( N - 1 \), or it is smaller than \( N - 1 \). In the former case, \( v_1 \) is a positive harmonic \( \alpha \)-Hölder continuous function in a half-space. We extend it by odd symmetry in the all of \( \mathbb{R}^N \), obtaining a sign-changing globally \( \alpha \)-Hölder continuous harmonic function in \( \mathbb{R}^N \), in contradiction with Corollary A.2. If on the contrary the dimension of \( \Gamma \) is smaller than \( N - 1 \), then \( v_1 \) is harmonic in \( \mathbb{R}^N \) minus a set of zero capacity, so that \( v_1 \) is a nonconstant nonnegative \( \alpha \)-Hölder continuous harmonic function in \( \mathbb{R}^N \), again a contradiction.

2.4. Uniform H"older bounds at the boundary. We now consider the case of uniform Hölder bounds at the boundary of \( \Omega \), for a smooth domain, that is, we give a proof of Theorem 1.3. We still consider solutions \( u_\beta \) of the system \( \{ \mathbb{A} \} \); under the same assumptions of the interior Hölder bounds; moreover, on (a portion of) the boundary of \( \Omega \), we assume that \( u_\beta = 0 \). In particular, we assume that \( u_\beta \) solve

\[
\begin{align*}
-\Delta u_i &= f_{i,\beta} - \beta \sum_{j=1, j \neq i}^d a_{ij} u_i |u_i|^{p-1} |u_j|^{p+1} \quad \text{in } \Omega, \\
&= 0 \quad \text{on } \partial \Omega \cap B_\delta \\
&= 0 \quad \text{on } \partial \Omega \cap B_\delta
\end{align*}
\]

for \( \eta \in C^1_c(\mathbb{R}^N) \) as in \([2.3]\), we wish to show that uniform bounds in \( L^\infty(B_\delta) \) of \( u_\beta \) imply that the function \( \{ \eta u_\beta \} \) are uniformly bounded in \( C^{\alpha_\beta}(B_\delta) \) for any \( \alpha \in (0,1) \).

The proof is based on a contradiction argument, much similar to the proof that we gave for the interior estimates. Indeed, until Lemma 2.6, the two proofs coincide. At that point we have to distinguish the possible behaviours of the scaled sets \( \Omega_n := (B_2 \cap \Omega - x_n)/r_n \); choosing \( r_n = |x_n - y_n| \), in the case of interior estimate, we already knew that

\[
\frac{\text{dist}(x_n, \partial(\Omega \cap B_2))}{r_n} \to \infty,
\]

that is, the scaled domains exhausted \( \mathbb{R}^N \); this conclusion followed by our specific choice of \( \eta \). In the present setting, it may happen that the scaled domains converge to an half plane, as consequence of the presence of the boundary of \( \Omega \), where the functions \( u_\beta \) assume their null Dirichlet boundary condition. To roll out this scenario, we consider the following result.

**Lemma 2.10.** We have

\[
\lim_{n \to \infty} \frac{\min(\text{dist}(x_n, \partial \Omega), \text{dist}(y_n, \partial \Omega))}{|x_n - y_n|} = +\infty.
\]

**Proof.** By contraction, if for example

\[
\frac{\text{dist}(x_n, \partial \Omega)}{|x_n - y_n|} \leq C
\]

then there exists a sequence \( x_{0,n} \in \mathbb{R}^N, |x_{0,n}| \leq C \) such that

\[
x_n + x_{0,n} |x_n - y_n| \in \partial \Omega \quad \text{and } v_n(x_{0,n}) = 0.
\]

Let \( r_n = |x_n - y_n| \). Up to a subsequence, using Lemma 2.2 (1) and (4), we see that there exists \( v \in C^{0,\alpha}(\mathbb{R}^N) \) such that

\[
v_n \to v \quad \text{in } C^{0,\alpha}_{\text{loc}}, \quad v_n \to v \quad \text{locally uniformly in } \mathbb{R}^N.
\]

Moreover, up to a translation and a rotation, we may assume that \( v = 0 \) in the half space \( \{ x \cdot e_1 \leq 0 \} \). Moreover, thanks to our choice for \( r_n \), at least one component of \( v \) is nontrivial. With
out loss of generality, let us assume that $v_1 \neq 0$. Regardless of the behaviour of $M_n$, by the Kato’s inequality we see that

$$-\Delta |v_1| \leq 0, \quad |v_1| \geq 0 \quad \text{and} \quad |v_1| = 0 \text{ in } \{x \cdot e_1 \leq 0\}.$$

Letting $w_1(x) = |v_1(x - 2(x \cdot e_1)e_1)|$ and applying Lemma A.1, we find the desired contradiction. \qed

Let us observe that in the previous proof, we did not use the variational structure of the system.

Now that we have established that the boundary of $\Omega$ is far from the points $x_n$ and $y_n$, the proof runs as in the standard case.

3. Properties of the limit profiles

We shall now improve the regularity results so far obtained for the functions in the family $\{u_\beta\}_\beta$ and, in particular, we aim at showing that, under a little more restrictive assumption on the nonlinearities $f_{i,\beta}$, any limit of the family (as $\beta \to \infty$) is an element of the class $G(\Omega)$. In order to verify the previous claim (and, as a consequence, Theorem 1.5), we shall prove several intermediate results.

First, using the information that the functions $\{u_\beta\}_\beta$ constitute a family which is uniformly bounded in the $C^{0,\alpha}_0$-norm, as a direct consequence of the Ascoli-Arzela’s compactness criterion, we can show that

**Lemma 3.1.** Under the same assumptions of Theorem 1.2, up to a subsequence we have that there exists a limiting configuration $u \in H^1 \cap C(\Omega)$ such that

$$u_\beta \to u \quad \text{strongly in } H^1 \cap C^{0,\alpha}_0(K), \text{ for all } \alpha \in (0,1)$$

for any set $K \Subset \Omega$. Moreover

1. the components of $u$ are segregated in groups, that is, $u_iu_j \equiv 0$ in $\Omega$ for every $(i,j) \in K_2$;
2. for any $K \Subset \Omega$, we have

$$\beta \int_K |u_i,\beta|^{p+1} |u_j,\beta|^{p+1} \to 0 \quad \text{for every } (i,j) \in K_2;$$

3. for $i \in I_h$, each component $u_i$ satisfies the compatibility condition

$$-\Delta u_i = f_i(x,u) \quad \text{in } \left\{ \sum_{j \in I_h} |u_j| > 0 \right\}.$$

**Proof.** Most of the details of the proof have already been encountered in the previous section: we point out also [18, Theorem 1.4] and Lemma 2.6 for similar computations. \qed

Next, under an additional assumption of the nonlinearity $f_{i,\beta}$, we shall show that the variational structure of the original system, in a sense, passes to the limit together with the functions $\{u_\beta\}_\beta$.

This strong property of the limiting function $u$ is rigorously stated as the validity of the Pohozaev identity.

**Lemma 3.2.** Let $u$ be in the limit class of $\{u_\beta\}_\beta$. Let us assume that there exist $f_i \in C(\Omega \times \mathbb{R}^N)$, $i = 1, \ldots, k$, such that $f_{i,\beta} \to f_i$ in $C_{\text{loc}}(\Omega \times \mathbb{R}^N)$. Then for every $x_0 \in \Omega$ and a.e. $0 < r < \ldots$
dist}(x_0, \partial \Omega) it holds

\begin{align*}
(2 - N) \sum_{i=1}^{d} \int_{B_r(x_0)} |\nabla u_i|^2 &= r \sum_{i=1}^{d} \int_{\partial B_r(x_0)} (2(\partial_r u_i)^2 - |\nabla u_i|^2) \\
+ 2 \sum_{i=1}^{d} \int_{B_r(x_0)} f_i(x, u) \nabla u_i \cdot (x - x_0).
\end{align*}

Proof. In order to prove the result, it is sufficient to prove the validity of similar identities of the original functions \{u_\beta\}_\beta, and then exploit the strong convergence properties of the family to conclude. In particular, under the assumption of the lemma, multiplying the equation (1.4) with \nabla \phi_{i,\beta} by standard regularity argument, a $C^{1,\alpha}$-solution of (1.4) for every $0 < \alpha < 1$, we obtain

\begin{align*}
(2 - N) \sum_{i=1}^{d} \int_{B_r(x_0)} |\nabla u_{i,\beta}|^2 &= r \sum_{i=1}^{d} \int_{\partial B_r(x_0)} (2(\partial_r u_{i,\beta})^2 - |\nabla u_{i,\beta}|^2) \\
+ 2 \sum_{i=1}^{d} \int_{B_r(x_0)} f_{i,\beta}(x, u) \nabla u_{i,\beta} \cdot (x - x_0) + \int_{B_r(x_0)} \beta N \sum_{i \neq j} a_{ij} |u_{i,\beta}|^{p+1} |u_{j,\beta}|^{p+1} \\
- r \int_{\partial B_r(x_0)} \beta \sum_{i \neq j} a_{ij} |u_{i,\beta}|^{p+1} |u_{j,\beta}|^{p+1}.
\end{align*}

The conclusion now follows from Lemma 3.1(2). \hfill \square

A deep consequence of the variational structure of the limiting system is expressed by the Almgren’s monotonicity formula. From now on, we assume that the limiting profile $u$ is non trivial, since otherwise all the following results are tautologically true.

Similarly to the previous section, we define, for $x_0 \in \Omega$ and $r > 0$ small,

$$E(x_0, u, r) = \frac{1}{r^{N+2}} \sum_{i=1}^{d} \int_{B_r(x_0)} (|\nabla u_i|^2 - f_i(x, u) u_i), \quad H(x_0, u, r) = \frac{1}{r^{N-1}} \sum_{i=1}^{d} \int_{\partial B_r(x_0)} u_i^2$$

and, whenever it makes sense, the Almgren’s quotient by

$$N(x_0, u, r) = \frac{E(x_0, u, r)}{H(x_0, u, r)}.$$ 

We have

**Theorem 3.3.** There exists $C > 0$ for which the following holds: for every $\tilde{\Omega} \Subset \Omega$ there exists $\tilde{r} > 0$ such that for every $x_0 \in \tilde{\Omega}$ and $r \in (0, \tilde{r}]$ we have $H(x_0, (u, v), r) \neq 0$, $N(x_0, (u, v), \cdot)$ is absolutely continuous function, and

$$\frac{d}{dr} N(x_0, u, r) \geq -2 Cr(N(x_0, u, r) + 1).$$

In particular, $e^{Cr^2}(N(x_0, u, r) + 1)$ is a non decreasing function for $r \in (0, \tilde{r}]$ and the limit

$$N(x_0, u, 0^+) := \lim_{r \to 0^+} N(x_0, u, r)$$

exists and is finite. Also,

$$\frac{d}{dr} \log(H(x_0, u, r)) = \frac{2}{r} N(x_0, u, r) \quad \forall r \in (0, \tilde{r}).$$
Proposition 3.4.\footnote{One can follow exactly the proof of Theorem 2.21 in \cite{19}, observing that \( C > 0 \) is a constant such that}

\[
\frac{1}{r^N} \sum_{i=1}^{d} \int_{B_r(x_0)} f_i(x, u) \leq C (E(x_0, u, r) + H(x_0, u, r))
\]

for every \( r > 0 \) small enough, \( x_0 \in \Omega \) (compare with Lemma 2.19 in \cite{19}). Such inequality holds since, for each \( i \in I_h \), by assumption (G2),

\[
\frac{1}{r^N} \int_{B_r(x_0)} f_i(x, u) \leq \frac{C_1}{r^N} \sum_{j \in I_h} \int_{B_r(x_0)} u_j^2
\]

\[
\leq C_1 \sum_{j \in I_h} \left( \frac{1}{r^{N-2}} \int_{B_r(x_0)} |\nabla u_j|^2 \, dx + \frac{1}{r^{N-1}} \int_{\partial B_r(x_0)} u_j^2 \right)
\]

by the Poincaré inequality, and hence, summing up for every \( i \in I_h \) and for \( h = 1, \ldots, m \),

\[
\frac{1}{r^N} \sum_{i=1}^{d} \int_{B_r(x_0)} f_i(x, u) \leq \frac{C_2}{N-1} \sum_{i=1}^{d} \left( \frac{1}{r^{N-2}} \int_{B_r(x_0)} |\nabla u_i|^2 \, dx + \frac{1}{r^{N-1}} \int_{\partial B_r(x_0)} u_i^2 \right)
\]

Next we observe that

\[
\frac{1}{r^{N-2}} \sum_{i=1}^{d} \int_{B_r(x_0)} |\nabla u_i|^2 = E(x_0, u, r) + \frac{1}{r^{N-2}} \sum_{i=1}^{d} \int_{B_r(x_0)} f_i(x, u) u_i.
\]

Thus for \( r \) small enough such that \( \frac{C_2}{N-1} r^2 \leq 1/2 \) the result follows, with \( C = \frac{20}{N-1} \).

We are now in a position to conclude with the last result of the present section: in the following proposition, we show that any segregated \( H^1(\Omega) \) solution which belongs to \( C^{0,\alpha}(\Omega) \) for any \( \alpha \in (0, 1) \) and also satisfies the Pohozaev identity, is actually more regular and belongs to \( \text{Lip}(\Omega) \).

**Proposition 3.4.** Let \( u = (u_1, \ldots, u_d) \in H^1(\Omega, \mathbb{R}^d) \setminus \{0\} \) be such that:

- \( u \in C^{0,\alpha}(\Omega) \) for any \( \alpha \in (0, 1) \), and such that \( u_i u_j \equiv 0 \) in \( \Omega \) for every \( (i, j) \in \mathcal{K}_2 \);
- for \( i \in I_h \), each component \( u_i \) satisfies the compatibility condition

\[
-\Delta u_i = f_i(x, u) \quad \text{in} \quad \left\{ \sum_{j \in I_h} |u_j| > 0 \right\},
\]

where there exists \( C > 0 \) such that

\[
\sup_{i \in I_h} \sup_{x} \left| \frac{f_i(x, s)}{\sum_{j \in I_h} |s_j|} \right| \leq C
\]

for every \( s \in [0, 1]^N \), for every \( h \);
- for every \( x_0 \in \Omega \) and \( 0 < r < \text{dist}(x_0, \partial \Omega) \) it holds

\[
(2 - N) \sum_{i=1}^{d} \int_{B_r(x_0)} |\nabla u_i|^2 = r \sum_{i=1}^{d} \int_{\partial B_r(x_0)} (2\partial_s u_i)^2 - |\nabla u_i|^2
\]

\[
+ 2 \sum_{i=1}^{d} \int_{B_r(x_0)} f_i(x, u) \nabla u_i \cdot (x - x_0).
\]

Then \( u \in \text{Lip}(\Omega) \).
The proof is based on the simple observation that a function $u \in H^1(\Omega)$ is locally Lipschitz continuous if and only if for any $K \in \Omega$ there exists a constant $C > 0$ and a radius $0 < \bar{r} < \text{dist}(K, \partial \Omega)$ such that for any $x_0 \in K$ and $0 < r < \bar{r}$ it holds

$$\frac{1}{r^N} \sum_{i=1}^{d} \int_{B_r(x_0)} |\nabla u_i|^2 \leq C. \quad (3.1)$$

In order to show that the previous inequality is true, we proceed with several steps in the same way as [18, Section 4]: we refer to that paper for the omitted details in the proofs. First, we recall that

$$\Gamma_u := \{ x \in \Omega : u = 0 \}.$$

Let $K \subset \Omega$ be a fixed subset of $\Omega$ and let $R = \min(\bar{r}, \text{dist}(K, \partial \Omega))$, where $\bar{r}$ is the radius introduced in Theorem 3.3. Reasoning exactly as in [25, Corollaries 2.6, 2.7 and 2.8], we can show the following.

**Lemma 3.5.** On the previous assumptions:

- the map $\Omega \mapsto R, x \mapsto N(x, u, 0^+)$ is upper semi-continuous;
- the set $\Gamma_u$ has empty interior. Moreover
  $$\lim_{r \to 0^+} N(x, u, r) \geq 1 \quad \forall x \in \Gamma_u;$$
  - there exists a constant $C > 0$ such that
    $$N(x, u, r) \leq C \quad \forall x \in K, 0 < r < R.$$

We have

**Lemma 3.6.** There exists a constant $C > 0$ such that

$$\frac{1}{r^N} \sum_{i=1}^{d} \int_{B_r(x_0)} |\nabla u_i|^2 \leq C \quad \forall x_0 \in K \cap \Gamma_u, 0 < r < R.$$

**Proof.** This is a direct consequence of Theorem 3.3 and Lemma 3.5. Indeed, as the Almgren quotient is bounded from below, we have

$$2 \leq e^{-Cr^2} (N(x_0, u, r) + 1) \implies N(x_0, u, r) \geq 2e^{-Cr^2} - 1$$

and, moreover,

$$\frac{d}{dr} \log \frac{H(x_0, u, r)}{r^2} = \frac{2}{r} (N(x_0, u, r) - 1) \geq \frac{4}{r} \left( e^{-Cr^2} - 1 \right).$$

Integrating the previous inequality in $(r, R)$, for a generic $0 < r < R$ we find that there exists yet another constant $C > 0$ such that

$$\frac{H(x_0, u, r)}{r^2} \leq C \frac{H(x_0, u, R)}{R^2} \quad \text{for all } 0 < r < R.$$

We then exploit the boundedness of the Almgren quotient, from which we obtain

$$N(x_0, u, r) < C \implies \frac{E(x, u, r) + H(x, u, r)}{r^2} \leq C \frac{H(x, u, r)}{r^2} \leq C \frac{H(x_0, u, R)}{R^2}.$$

Let us observe that, since $u$ are continuous and $R$ is a fixed positive radius, the last term of the previous inequality is bounded uniformly from above. The conclusion now follows from an application of Poincaré inequality, see also Theorem 3.3.
Conclusion of the proof of Proposition 3.2. We are now in a position to conclude the uniform boundedness of the Morrey’s quotient (3.1), and in turn, the Lipschitz continuity of the functions $u$. To do so, we resort once again to a contradiction argument, and we assume that there exists a sequence $(x_n, r_n)$ so that $x_n \in K$ and $r_n > 0$, for which

$$
\phi(x_n, r_n) = \frac{1}{r_n^N} \sum_{i=1}^{d} \int_{B_{r_n}(x_n)} |\nabla u_i|^2 \to +\infty.
$$

As $u \in H^1(\Omega)$, it is easy to see that, necessarily, $r_n \to 0$. Let $x_0 = \lim x_n$. At first, we rule out two initial cases:

- $x_0 \not\in \Gamma_u$. Indeed, this is the content of of Lemma 3.3, which would otherwise imply $\phi(x_n, r) < C$.
- it must be $\rho_n := \text{dist}(x_n, \Gamma_u) \to 0$. Otherwise, let $\bar{\rho} > 0$ be such that $\rho_n > \bar{\rho}$. For any fixed $n$, there would exists $h \in \{1, \ldots, m\}$ such that for all $j \not\in I_h$, $u_j = 0$, while for $i \in I_h$\n
$$
-\Delta u_i = f_i(x, u) \quad \text{in } B_{\bar{\rho}}(x_n).
$$

As a result, by the Calderon-Zygmund’s inequality (see [14, Theorem 9.11]), we have the uniform control

$$
\|u\|_{W^{s, q}(B_{\bar{\rho}/2})} \leq C_q \left( \|u\|_{L^q(B_{\rho})} + \|f\|_{L^q(B_{\rho})} \right)
$$

for a constant $C$ which is independent of $x_n$. Recalling the assumptions on $f_i$ and the boundedness of $u$, we see that in the previous estimate we can take any power $1 < q < \infty$; in particular, for $q > N$, by the Sobolev’s embedding theorem the Morrey’s quotient $\phi(x_n, r)$ is bounded from above independently of $0 < r < \bar{\rho}/2$.

We can easily exclude another possible behaviour of the sequence $(x_n, r_n)$. Letting $\bar{x}_n \in \Gamma_u$ be any point of the free boundary such that $\rho_n = \text{dist}(x_n, \bar{x}_n) = 2\text{dist}(x_n, \Gamma_u)$ we have

- $r_n/\rho_n \to 0$, that is, $\rho_n$ can not be comparable with $r_n$. Indeed, if there exists $C > 0$ such that $r_n > C\rho_n$, then\n
$$
\frac{1}{r_n^N} \sum_{i=1}^{d} \int_{B_{r_n}(x_n)} |\nabla u_i|^2 \leq \frac{1}{(C\rho_n)^N} \sum_{i=1}^{d} \int_{B_{4\rho_n}(x_n)} |\nabla u_i|^2 \leq C \frac{1}{\rho_n^N} \sum_{i=1}^{d} \int_{B_{2\rho_n}(x_n)} |\nabla u_i|^2.
$$

As a consequence, we have reduced this case to the estimate from above on points of the free boundary $\Gamma_u$, thus leading to a contradiction.

To conclude the proof, we can reason as in [13, Theorem 8.3, case II].

4. Regularity of the free boundary $\Gamma_u$ for $u \in G(\Omega)$

We will divide the proof of the regularity of $\Gamma_u$ in two subsections: in the next one, we first present some general Boundary Harnack Principles, and then in Subsection 4.2 we prove Theorem 1.7.

4.1. Boundary Harnack Principles on NTA and Reifenberg flat domains. Let $\omega$ be a non-tangentially-accessible (NTA) domain, a notion introduced in [15]. We start by proving a Boundary Harnack Principle for solutions of

$$
-\Delta u = a(x)u, \quad a \in L^\infty(\omega),
$$

which will be a straightforward extension of the seminal paper of Jerison and Kenig [15] (see also the book by Kenig [16]).
Lemma 4.1. Let $\omega$ be an NTA domain, $a \in L^\infty(\omega)$, and $x_0 \in \partial \omega$. Then there exist $R_0, C > 0$ (depending only on $a(x)$ and the NTA constants) such that for every $0 < 2r < R_0$ and for every $u,v$ solutions of \eqref{eq:1} in $\omega \cap B_{2r}(x_0)$ with $u = v = 0$ on $\partial \omega \cap B_{2r}(x_0)$, and $u,v > 0$ in $\omega$, then
\begin{equation}
C^{-1} \frac{v(y)}{u(y)} \leq \frac{v(x)}{u(x)} \leq C \frac{v(y)}{u(y)} \quad \forall x \in \omega \cap B_r(x_0), \quad y \in \omega \cap B_r(x_0).
\end{equation}
Moreover, there exists $\alpha \in (0,1)$ such that
\[ \frac{v}{u} \text{ is H"older continuous of order } \alpha \text{ on } \omega \cap B_r(x_0). \]

More precisely,
\[ \frac{|v(x) - v(y)|}{|u(x)|} \leq C \frac{v(z)}{u(z)} |x - y|^{\alpha} r^{\alpha}, \quad \forall x,y \in \omega \cap B_r(x_0), \quad z \in \omega \cap B_r(x_0). \]

Proof. Take $\varphi_0$ a solution of
\[ -\Delta \varphi_0 = a(x)\varphi_0 \text{ in } B_{2R_0}(x_0), \quad \varphi_0 > 0 \text{ on } B_{2R_0}(x_0) \]
(which exists for $R_0 > 0$ sufficiently small, depending on $a(x)$). Then
\[ \text{div} \left( \varphi_0^2 \nabla \left( \frac{u}{\varphi_0} \right) \right) = \text{div} \left( \varphi_0^2 \nabla \left( \frac{v}{\varphi_0} \right) \right) = 0 \quad \text{in } B_{2R_0}(x_0) \]
and we can apply the classical Boundary Harnack Principle for divergence-type operators \cite[Lemma 1.3.7 & Corollary 1.3.9]{16} to $u/\varphi_0, v/\varphi_0$, which provides the result. \hfill \Box

Now the main focus will be to prove Hölder continuity up to the boundary for quotients of solutions to two problems of type \eqref{eq:1} with different potentials $a(x), b(x)$. For that, we will need to require extra assumptions for the solutions, and assume that $\omega$ is a $(\delta, R)$–Reifenberg flat domain (see \cite{17}, or Proposition 4.9 ahead to check the definition). We shall always take $\delta = \delta(N) > 0$ small so that $\omega$ is also an NTA domain (\cite[Theorem 3.1]{17}). We will show the following.

Proposition 4.2. Let $\omega$ be a $(\delta, R)$–Reifenberg flat domain, $a,b \in L^\infty(\omega)$, $x_0 \in \partial \omega$ and $R_0 > 0$. Take $u,v$ solutions of
\[ -\Delta u = a(x)u, \quad -\Delta v = b(x)v \quad \text{in } \omega \cap B_{R_0}(x_0), \]
\[ u,v > 0 \text{ in } \omega \cap B_{R_0}(x_0), \quad u = v = 0 \text{ in } \partial \omega \cap B_{R_0}(x_0), \]
with $u$ Lipschitz continuous in $\omega \cap B_{R_0}(x_0)$. Assume moreover that: given $x_n \in \partial \omega$ with $x_n \to x_0$ and $t_n \to 0^+$, there exists $\rho_n, \gamma > 0$ and $e \in S^{N-1}$ such that
\begin{equation}
\frac{\rho_n}{t_n^{1+\gamma}} \to 0 \text{ as } n \to \infty, \quad \forall \varepsilon \text{ small}
\end{equation}
and
\[ \frac{u(x_n + t_n e)}{\rho_n} \to \gamma(x \cdot e)^+, \quad \left| \frac{v(x_n + t_n e)}{\rho_n} \right| \leq C \quad \text{uniformly in each compact set}. \]

Then $v/u$ can be continuously extended up to the boundary of $\omega$, and there exists $C > 0$ such that, for $v$ sufficiently small,
\[ \left| \frac{v(x)}{u(x)} - \frac{v(x_0)}{u(x_0)} \right| \leq C r^\alpha \quad \forall x \in B_r(x_0) \cap \omega. \]
The aim of the remainder of the subsection is to prove this result. The idea is to consider suitable deformations of $u$ so that the resulting functions are either sub or supersolutions of the equation $-\Delta u = b(x)u$ with comparable boundary data with respect to $u$, considering afterwards some $b(x)$-harmonic extensions in view of using Lemma 4.1.

We start by deforming $u$ into a subsolution. Take $\varepsilon > 0$, and let $g : \mathbb{R} \to \mathbb{R}$ be defined as

$$
g(s) = s + \frac{s^{1-\varepsilon}}{(3-\varepsilon)(2-\varepsilon)}.
$$

Then

$$
-\Delta (g \circ u) = -\text{div}(g'(u)\nabla u) = -g'(u)\Delta u - g''(u)|\nabla u|^2 = a(x)g'(u)u - g''(u)|\nabla u|^2 = a(x)u - u^{1-\varepsilon}\nabla u = u \left( a(x) - |\nabla u|^{2-\varepsilon} + \frac{a(x)}{2-\varepsilon} u^{2-\varepsilon} \right),
$$

in $\omega \cap B_{R_0}(x_0)$, where we denote $d(x) := \text{dist}(x, \partial \omega)$.

**Lemma 4.3.** Given $x_0 \in \partial \omega$, there exists $R_0$ and $C > 0$ such that:

(i) $C^{-1} \leq \frac{\nabla u(x)^2 d^2(x)}{u^2(x)} \leq C$ for every $x \in B_{R_0}(x_0) \cap \omega$;

(ii) $\lim_{x \to x_0} \frac{u(x)^{2-\varepsilon}}{d^2(x)} = +\infty$, for every $\varepsilon > 0$ small.

**Proof.** (i) The proof goes by contradiction. Suppose there exists $r_n \to 0$ and $x_n \in B_{r_n}(x_0) \cap \omega$ such that

$$
\frac{\nabla u(x_n)^2 d^2(x_n)}{u^2(x_n)}
$$

converges either to 0 or to $+\infty$.

Let $t_n := d(x_n) \to 0$ and take $x'_n \in \partial \omega$ such that $d(x_n) = |x_n - x'_n|$. Then, by assumption, there exists $\rho_n$ such that the blowup sequence

$$
u_n(x) := \frac{u(x'_n + t_n x_n)}{\rho_n},
$$

converges (without loss of generality) to $\bar{u} = \gamma(x \cdot e)^+$, for some $\gamma > 0$, $e \in S^{N-1}$. Observe that

$$
\frac{\nabla u(x_n)^2 d^2(x_n)}{u^2(x_n)} = \frac{\nabla u_n(x_n)^2 d^2(x_n)}{u^2(x_n)}
$$

Now $\text{dist}(\frac{x_n-x'_n}{t_n}, \partial \Omega \cdot \frac{x'_n}{t_n}) = |\frac{x_n-x'_n}{t_n}| = 1$ and $\frac{x_n-x'_n}{t_n} \to \bar{x} \in \partial B_1(0)$. Since, by elliptic regularity, the convergence $u_n \to \bar{u}$ is $C^{1,\alpha}$ in the complementary of any strip around $\{x \cdot e = 0\}$, then we have

$$
\frac{|\nabla u_n(x_n)^2 d^2(x_n)}{u^2_n(x_n)} \to \frac{|\nabla \bar{u}(\bar{x})|^2}{\bar{u}^2(\bar{x})} = \frac{1}{((\bar{x} \cdot e)^+)^2} \in (0, +\infty),
$$

which is a contradiction.

(ii) Let $x_n \to x_0$ and $t_n := |x'_n - x_n| = d(x_n)$, and take the corresponding $\rho_n$ given by the statement of Proposition 4.2. By defining $u_n$ as before, one can check that there exists $C > 0$ such that

$$
\frac{u(x_n)}{\rho_n} = u_n \left( \frac{x_n - x'_n}{t_n} \right) \in [1/C, C].
$$
Take $\varepsilon' > 0$ so that (4.3) holds and let $\varepsilon/(2-\varepsilon) > \varepsilon'$. Then
\[
\frac{u(x_n)^{2-\varepsilon}}{t_n^{2-\varepsilon}} = \frac{u(x_n)^{2-\varepsilon}}{\rho_n^{2-\varepsilon}} \left( \frac{\rho_n}{t_n^{2-\varepsilon}} \right)^{2-\varepsilon} \to +\infty \quad \text{as } n \to \infty. \]

A simple consequence of the previous lemma together with (4.4) is the following:

**Lemma 4.4.** Given $x_0 \in \partial\omega$, there exists $R_0 > 0$ such that
\[-\Delta(g \circ u) \leq b(x)(g \circ u), \quad g \circ u > 0 \quad \text{in } \omega \cap B_{R_0}(x_0) \]

Now take the function $h : \mathbb{R}^+ \to \mathbb{R}$ defined by
\[h(s) = s - \frac{s^{3-\varepsilon}}{(3-\varepsilon)(2-\varepsilon)}\]
and observe that $h \circ u > 0$ and
\[-\Delta(h \circ u) = -\text{div}(h'(u)\nabla u) = -h'(u)\Delta u - h''(u)|\nabla u|^2 = a(x)h'(u)u - h''(u)|\nabla u|^2 = u \left( a(x) + \frac{|\nabla u|^2 d^2(x) u^{2-\varepsilon}}{u^2} - \frac{a(x) u^{2-\varepsilon}}{(2-\varepsilon)} \right) \geq b(x)(h \circ u)\]
in $B_r(x_0) \cap \omega$, for sufficiently small $r > 0$ (again by Lemma 4.3).

Let $\tilde{u}_r$ and $\bar{u}_r$ the $b(x)$–harmonic extensions in $B_r(x_0) \cap \omega$ of $g \circ u$ and $h \circ u$ respectively, that is:
\[
\begin{cases}
-\Delta \tilde{u}_r = b(x)\tilde{u}_r & \text{in } B_r(x_0) \cap \omega \\
\tilde{u}_r = g \circ u & \text{on } \partial(B_r(x_0) \cap \omega) \end{cases}
\]
\[
\begin{cases}
-\Delta \bar{u}_r = b(x)\bar{u}_r & \text{in } B_r(x_0) \cap \omega \\
\bar{u}_r = h \circ u & \text{on } \partial(B_r(x_0) \cap \omega) \end{cases}
\]

By the comparison principle and the definitions of $g$ and $h$, one has
\[u \leq g \circ u \leq \tilde{u}_r, \quad \text{and} \quad \bar{u}_r \leq h \circ u \leq u.\]

Moreover, on $\partial(B_r(x_0) \cap \Omega)$, by using the fact that $u$ is Lipschitz continuous,
\[g \circ u = h \circ u \left[ 1 + \frac{2r^{2-\varepsilon}}{(3-\varepsilon)(2-\varepsilon)} \right] \leq h \circ u(1 + Cr^{2-\varepsilon}).\]

Thus, for $C > 0$ independent of $r > 0$,
\[\bar{u}_r \leq \bar{u}_r(1 + Cr^{2-\varepsilon}), \quad \text{whence} \quad u \leq \bar{u}_r \leq \tilde{u}_r(1 + Cr^{2-\varepsilon}) \leq u(1 + Cr^{2-\varepsilon}),\]
and in particular
\[1 \leq \frac{\bar{u}_r}{u} \leq (1 + Cr^{2-\varepsilon}) \quad \text{in } B_r(x_0) \cap \omega.\]

**Lemma 4.5.** Under the previous notations, there exist $0 < \delta \ll 1$, $0 < \alpha < 1$, $C > 0$, such that
\[
\left| \frac{v(x)}{\bar{u}_r(x)} - \frac{v(y)}{\bar{u}_r(y)} \right| \leq C r^{(1-\delta)\alpha/\delta}, \quad \forall x, y \in \omega \cap B_{r^{1/\delta}}(x_0). \]

**Proof.** By applying Lemma 4.1 to $v$ and $\tilde{u}_r$, we deduce the existence of $C > 0$ (independent of $r$) such that
\[
\left| \frac{v(x)}{\tilde{u}_r(x)} - \frac{v(y)}{\tilde{u}_r(y)} \right| \leq C \frac{v(\xi)}{\tilde{u}_r(\xi)} \frac{|x-y|^\alpha}{r^\alpha}, \quad \forall x, y \in \omega \cap B_r(x_0), \quad z \in \omega \cap B_r(x_0). \]
Reasoning as in the proof of Lemma 4.3 by choosing \( \xi = \xi_r \in \partial B_{r/2}(x_0) \cap \omega \) such that \( \text{dist}(\xi, \partial \Omega) \geq r\varepsilon \) (which exists since \( \omega \) is Reifenberg flat) one proves that the quotient \( \frac{u(\xi)}{w(\xi)} \) is bounded. Take \( \delta > 0 \). Then we conclude that

\[
\left\| \frac{u_i(x)}{u_r(x)} - \frac{u_j(y)}{u_r(y)} \right\| \leq C' \frac{|x - y|^{\alpha}}{r^\alpha} \leq C' r^{(1-\delta)\alpha/\delta}, \quad \forall x, y \in \omega \cap B_{r/\delta}(x_0).
\]

\[\square\]

**Proof of Proposition 4.2.** Using the decomposition

\[
\frac{v}{u} = \frac{v}{u_r},
\]

we have

\[
\left\| \frac{v(x)}{u(x)} - \frac{v(x_0)}{u(x_0)} \right\| \leq \left\| \frac{v(x)}{u_r(x)} - \frac{v(x_0)}{u_r(x_0)} \right\| \left\| \frac{u_r(x)}{u(x)} - \frac{u_r(x_0)}{u(x_0)} \right\| \leq C' r^{(1-\delta)\alpha/\delta} (1 + C' r^{2-\varepsilon}) + C'' r^{2-\varepsilon} \leq kr^{(1-\delta)\alpha/\delta}
\]

for every \( x \in \Omega \cap B_{r/\delta}(x_0) \), and the result follows. \[\square\]

### 4.2. Conclusion of the proof of regularity results.

After having established some Boundary Harnack Principles in the previous subsection, the proof of Theorem 1.7 will mostly follow the papers \([19, 25]\). In \([25]\), the case \#I_k = 1 is treated, while in \([19]\) although the segregation is between groups, only the case \( f_1(x, u) = \lambda_i u \) is handled. We will prove Theorem 1.7 highlighting only the strategy as well as the main differences with respect to \([19, 25]\).

We observe that Theorem 4.3 and Lemma 3.5 hold, as they are stated, also for functions \( u \in G(\Omega) \): the proofs proceed as in the quoted statements. Moreover, by possibly increasing the number of groups, we can assume that

(A) For every \( x_0 \in \Gamma_u, \delta > 0 \), there exists \( k \neq j \) such that \( \sum_{i \in I_k} |u_i|, \sum_{j \in I_k} |u_j| \neq 0 \) in \( B_3(x_0) \).

For \( x_0 \in \Omega \), let \( (x_n), x_n \to x_0 \) and \( t_n \to 0^+ \), we define the blow-up sequence \( u_n := (u_{1,n}, \ldots, u_{d,n}) \), as

\[
u_i(x) := \frac{u_i(x_n + t_n x)}{\sqrt{H(x_n, u, t_n)}}, \quad x \in \Omega_n := \frac{\Omega - x_n}{t_n}.
\]

Observe that

\[-\Delta u_{i,n} = f_{i,n}(x, u_{i,n}) - M_{i,n} \]

with

\[
f_{i,n}(x, s) = \frac{\sqrt{t_n^2 f_i(x_n + t_n x, \sqrt{H(x_n, u, t_n)} s)))}{\sqrt{H(x_n, u, t_n)}} \]

and

\[
M_{i,n}(E) = \frac{1}{t_n^{d-2}} \sqrt{H(x_n, u, t_n)} M(x_n + t_n E).
\]

Reasoning as in Theorem 3.1, Corollary 3.3 and Corollary 3.5 in \([19]\), one proves the following.

**Theorem 4.6.** Within the previous framework, given \( x_n \to x_0 \in \Omega \) and \( t_n \to 0^+ \), there exists \( \bar{u} \) with \( \bar{u}_i \cdot \bar{u}_j \equiv 0 \) whenever \( i \in I_k, j \in I_k \) with \( h \neq k \) and measures \( M_i \in M_{\text{loc}}(\mathbb{R}^N) \) such that, up to a subsequence,

\[
u_n \to \bar{u} \quad \text{in } C_{\text{loc}}^{0, \alpha} \cap H_{\text{loc}}^1(\mathbb{R}^N), \quad \forall 0 < \alpha < 1
\]

\[
M_{i,n} \to M_i \quad \text{weakly-* } M_{\text{loc}}(\mathbb{R}^N).
\]
Moreover, \(-\Delta \bar{u}_i = -\mathcal{M}_i\), the measures \(\mathcal{M}_i\) are concentrated on \(\Gamma_u\), and it holds

\[
(2 - N) \sum_{i=1}^{d} \int_{B_r(x)} |\nabla \bar{u}_i|^2 - \sum_{i=1}^{d} \int_{\partial B_r(x)} r(2\partial_n \bar{u}_i)^2 - |\nabla \bar{u}_i|^2) \quad \forall x \in \mathbb{R}^N, \ r > 0.
\]

In particular, \(u \in \mathcal{G}_{loc}(\mathbb{R}^N)\).

Finally, if either \(x_n \equiv x_0\), or \(x_n \in \Gamma_u\) and \(N(x_0, u, 0^+) = 1\), then

\[
\bar{u}_i = r^\alpha g_i(\theta), \quad \text{with } \alpha = N(0, \bar{u}, r).
\]

Given \(y \in \Omega\), from now we define the set of all possible blowup limits at \(y\) by

\[
\mathcal{B}_y = \left\{ \bar{u}, \bar{v} : \begin{array}{l}
x_n \to x_0, \ t_n \to 0 \text{ such that, for every } i,
\quad u_i := \frac{u_i(x_n + t_n)}{\sqrt{H(x_n, u, t_n)}} \to \bar{u}_i \text{ strongly in } H^1_{loc}(\mathbb{R}^N) \cap C^{0,\alpha}_loc(\mathbb{R}^N) \\
\end{array} \right\}
\]

With the latter compactness result at hand, one can prove a gap condition of the values of \(N(x_0, u, 0^+)\), and to characterise completely the blow up limits at points where \(N(x_0, u, 0^+)\).

**Proposition 4.7.** Let \(u \in \mathcal{G}(\Omega)\) and \(x_0 \in \Gamma_u\). Then either

\[
N(x_0, u, 0^+) = 1 \quad \text{or } N(x_0, u, 0^+) \geq 3/2.
\]

Moreover, if \(x_0 \in \Gamma_u\) with \(N(x_0, u, 0^+) = 1\) and \(\bar{u} \in \mathcal{B}_x\), then there exists \(\nu \in S^{N-1}, k \neq h\) and \(\alpha_i, \beta_j \in \mathbb{R}\) for \(i \in I_h, j \in I_k\) such that

\[
\bar{u}_i = \alpha_i(x \cdot \nu)^+ \quad \text{for } i \in I_h, \quad \bar{u}_j = \beta_j(x \cdot \nu)^+ \quad \text{for } j \in I_k.
\]

Moreover, we have the following compatibility condition

\[
\sum_{i \in I_h} \alpha_i^2 = \sum_{j \in I_j} \beta_j^2 \neq 0, \quad \text{so that } \sum_{i \in I_h} |\nabla \bar{u}_i|^2 = \sum_{j \in I_j} |\nabla \bar{u}_j|^2 \text{ on } \{x \cdot \nu = 0\}.
\]

**Proof.** (Sketch) Repeating the proof in \([19, \text{Proposition 3.7}]\), one proves \((4.6)\). Observe that the fact of having nontrivial grouping combined with eventually sign-changing solutions which are not minimisers, makes the proof more delicate than the one appearing in \([5, \text{Lemma 4.1}]\) and \([25, \text{Proposition 3.7}]\).

Moreover, one sees that if \(N(x_0, u, 0^+) = 1\) and \(\bar{u} \in \mathcal{B}_x\), then \(\Gamma_u\) is a vector space having dimension at most \(N - 1\), being exactly \(N - 1\) except in the possible case where all but one group of components is trivial. However, this latter case is excluded by the Clean Up Lemma \([19, \text{Proposition 3.15}]\) combined with assumption (A). Thus the situation is as follows: \(\Gamma_u\) has exactly two connected components let us denote them by \(A\) and \(B\). In such a case, one shows that there exists \(h \neq k\) such that

for each \(i \in I_h\), \(\|\bar{u}_i\| > 0\) in \(A\) and \(\bar{u}_i = 0\) on \(\partial A\), or \(\bar{u}_i \equiv 0\).

and

for each \(j \in I_k\), \(\|\bar{u}_j\| > 0\) in \(B\) and \(\bar{u}_j = 0\) on \(\partial B\), or \(\bar{u}_j \equiv 0\).

(where we have also taken in consideration assumption \([\text{A}]\)). Then all functions are first eigenfunctions on the corresponding support, and if \(I_h = \{h_1, \ldots, h_l\}, I_k = \{k_1, \ldots, k_l\}\) there exists \(\alpha_i, \beta_j \in \mathbb{R}\) with \(i \in I_h, j \in I_k\) such that

\[
\bar{u}_{h_i} = \alpha_i u_{h_i}, \quad \bar{u}_{k_j} = \beta_j u_{k_i}.
\]
Now since \( u \in \mathcal{G}_{\text{loc}}(\mathbb{R}^N) \), the new functions
\[
\bar{u} := \sqrt{\sum_{i \in I_\tau} \alpha_i^2 |\bar{u}_i|}, \quad \bar{v} := \sqrt{\sum_{i \in I_\tau} \beta_i^2 |\bar{u}_i|}
\]
are such that \((\bar{u}, \bar{v})\) belong to \( \mathcal{G}_{\text{loc}}(\mathbb{R}^N) \) in the case \( d = 2 \) (the case of exactly two segregated species). Thus by [25, Lemma 6.1] we have that \( \Gamma_u = \{ x : \nu = 0 \} \) for some \( \nu \in S^{N-1} \), and \( \bar{u}_h = \gamma(x \cdot \nu)^{+}, \quad \bar{u}_k = \gamma(x \cdot \nu)^{-} \), with \( \gamma > 0 \). By using (4.5) and reasoning exactly as in point 3. of the proof of Theorem 3.16 in [19], we get
\[
\sum_{i \in I_\tau} \alpha_i^2 = \sum_{j \in I_\tau} \beta_j^2.
\]

Following the literature, we now define the regular and singular sets as
\[
\mathcal{R}_u = \{ x \in \Gamma_u : N(x_0, u, 0^+) = 1 \},
\]
\[
S_u = \{ x \in \Gamma_u : N(x_0, u, 0^+) > 1 \} = \{ x \in \Gamma_u : N(x_0, u, 0^+) \geq 3/2 \}.
\]
We can apply the Federer’s Reduction Principle (see for instance Appendix A in [20]), proving already part of Theorem 1.7.

**Theorem 4.8.** For any \( N \geq 2 \) we have that:
1. \( \mathcal{H}^{\dim}(\mathcal{R}_u) \leq N - 1 \);
2. \( \mathcal{H}^{\dim}(S_u) \leq N - 2 \). Moreover, if \( N = 2 \), for any compact \( \Omega \subset \Omega \) the set \( S_u \cap \Omega \) is finite.

**Proof.** For the complete details, see [25, Theorem 4.5 & Remark 4.7].

Moreover, the information for the blowups in \( \mathcal{B}(x_0) \) with \( x_0 \in \mathcal{R}_u \), allows us to reason as in [25, Lemma 3.5 & Proposition 5.4], proving the following.

**Proposition 4.9.** Fix \( x_0 \in \mathcal{R}_u \). Then there exists \( R_0 > 0 \) such that the set \( B_{R_0}(x_0) \setminus \Gamma_u \) has exactly two connected components \( \Omega_1, \Omega_2 \), which are \( (\delta, R) \)-Reifenberg flat for every small \( \delta > 0 \) and some \( R = R(\delta) \). More precisely: for every \( \delta > 0 \) there exists \( R > 0 \) such that whenever \( x \in \Gamma_u \cap B_R(x_0) \), \( 0 < r < R \) there exists an hyperplane \( H = H_{x,r} \) containing \( x \) satisfying

i) \( d_{\text{Haus}}(\Gamma_u \cap B_r(x), H \cap B_r(x)) \leq \delta r \)

ii) there exists a unitary vector \( \nu = \nu_{x,r} \) orthogonal to \( H_{x,r} \) such that
\[
\{ y + t \nu \in B_r(x) : y \in H, \ t \geq \delta r \} \subset \Omega_1, \quad \{ y - t \nu \in B_r(x) : y \in H, \ t \geq \delta r \} \subset \Omega_2.
\]

In view of proving Theorem 1.7 let us now focus in the local regularity of \( \mathcal{R}_u \). Fix \( x_0 \) in such set. Then, from the previous proposition, we get the existence of \( R_0 > 0 \), sets \( \Omega_1, \Omega_2 \), and \( k \neq h \) such that
\[
\sum_{i \in I_h} |u_i| > 0 \text{ in } \Omega_1, \quad \sum_{j \in I_k} |u_j| > 0 \text{ in } \Omega_2.
\]

Let \( 1 \leq h, k \leq d \) and \( l \) be such that \( I_h = \{ h_1, \ldots, h_1 + l =: h \} \) and \( I_k = \{ k_1, \ldots, k_1 + l =: k \} \) and define
\[
u^h := (u_{h_1}, \ldots, u_{h_l}), \quad \nu^k := (u_{k_1}, \ldots, u_{k_l}).
\]

Let us check that in a neighbourhood of \( x_0 \) at least one component of \( \nu^h \) and of \( u_{h_l} \) does not change sign.

**Lemma 4.10.** There exists \( R > 0 \), \( h_i \in \{ h_1, \ldots, h_l \} \) and \( k_j \in \{ k_1, \ldots, k_l \} \) such that

\[
either \quad u_{h_i} > 0 \quad \text{or} \quad u_{h_i} < 0 \quad \Omega_1 \cap B_r(x_0),
\]

and
\[
either \quad u_{k_j} > 0 \quad \text{or} \quad u_{k_j} < 0 \quad \Omega_2 \cap B_r(x_0).
\]
Proof. From Proposition 4.7, we have, for any given \( t_n \to 0 \),
\[
\frac{u_{h_i}(x_0 + t_n x)}{\sqrt{H(x_0, u, t_n)}} \to \bar{u} \neq 0
\]
for some \( h_i \in I_h \) (the index eventually depending on \( \{t_n\} \)). Assume without loss of generality that \( \bar{u} \geq 0 \).

Define by \( w_n, z_n \) the \( \frac{f(u_{h_i})}{u_{h_i}} \)-harmonic extensions of \( u_{h_i}^+ \) and \( u_{h_i}^- \) on \( B_{2t_n}(x_0) \cap \Omega_1 \), namely:
\[
-\Delta w_n = \frac{f(u_{h_i})}{u_{h_i}} w_n - \Delta z_n = \frac{f(u_{h_i})}{u_{h_i}} z_n \quad \text{in} \quad B_{2t_n}(x_0) \cap \Omega,
\]
\[
w_n = u_{h_i}^+, \quad z_n = u_{h_i}^- \quad \text{on} \ \partial(B_{2t_n}(x_0) \cap \Omega),
\]
and observe that \( u_{h_i} = w_n - z_n \) in \( B_{2t_n}(x_0) \cap \Omega_1 \). Let \( \tilde{w}_n, \tilde{z}_n \) denote the blowups
\[
\frac{\tilde{w}_n}{\rho_n} = \frac{w_n(x_0 + t_n x)}{\rho_n} \quad \text{and} \quad \frac{\tilde{z}_n}{\rho_n} = \frac{z_n(x_0 + t_n x)}{\rho_n}, \quad \text{defined in} \ B_2(0) \cap \left( \frac{\Omega_1 - x_0}{t_n} \right).
\]
At the limit, we find a harmonic equation in a half sphere (since \( \Omega_1 \) is a Reifenberg flat domain), and the boundary data converges to \( \bar{u} \) and \( 0 \) respectively. Hence we have
\[
\tilde{w}_n \to \bar{u} \geq 0, \quad \tilde{z}_n \to 0.
\]
Thus there exists \( \bar{y} \in \partial B_{1/2}(0) \cap \left( \frac{\Omega_1 - x_0}{t_n} \right) \) such that
\[
\frac{z_n(x_0 + t_n \bar{y})}{w_n(x_0 + t_n \bar{y})} = \frac{\tilde{z}_n(\bar{y})}{\tilde{w}_n(\bar{y})} < \frac{1}{C}
\]
for \( n \) large, where \( C \) is the constant appearing in 4.2. Then by this very same lemma applied to \( z_n, w_n \), we have
\[
\frac{z_n(x_0 + t_n x)}{w_n(x_0 + t_n x)} \leq C \frac{\tilde{z}_n(\bar{y})}{\tilde{w}_n(\bar{y})} < 1 \quad \forall x \in B_1(0) \cap \left( \frac{\Omega - x_0}{t_n} \right),
\]
and so \( u_{h_i} = w_n - z_n > 0 \) in \( B_{t_n}(x_0) \cap \Omega_1 \) for sufficiently large \( n \). The proof for \( u_{k_i} \) is analogous. □

Assume, without loss of generality, that \( u_{h_1} > 0 \) in \( \Omega_1 \) and \( u_{k_1} > 0 \) in \( \Omega_2 \).

**Lemma 4.11.** There exists \( C > 0 \) such that, for \( r \) sufficiently small
\[
\left| \frac{u_{h_{1+i}}(x)}{u_{h_1}(x) - u_{h_{1+i}}(x_0)} - \frac{u_{h_{1+i}}(x_0)}{u_{h_1}(x)} \right| \leq C r^\alpha \quad \forall x \in B_r(x_0) \cap \Omega_1, \ i = 2, \ldots, l
\]
and
\[
\left| \frac{u_{k_{1+j}}(x)}{u_{k_1}(x) - u_{k_{1+j}}(x_0)} - \frac{u_{k_{1+j}}(x_0)}{u_{k_1}(x)} \right| \leq C r^\alpha \quad \forall x \in B_r(x_0) \cap \Omega_2, \ j = 2, \ldots, \tilde{l}.
\]

**Proof.** We prove that, given \( x_n \in \mathcal{R}_u \) with \( x_n \to x_0 \in \mathcal{R}_u \), and \( t_n \to 0^+ \),
(1) For every \( \varepsilon > 0 \) small,
\[
\frac{H(x, u, t_n)}{t_n^{2+\varepsilon}} \not\to 0 \quad \text{as} \ n \to \infty;
\]
(2) we have
\[
\frac{u_{h_1}(x_n + t_n x)}{\sqrt{H(x_n, u, t_n)}} \not\to 0 \quad \text{as} \ n \to \infty;
\]
The first point is a consequence of \( N(x', u, 0^+) = 1 \) for \( x' \in R_u \). In fact, for every \( \varepsilon > 0 \) small there exists \( \bar{r} > 0 \) such that for \( r \leq \bar{r} \)

\[
N(x', u, r) \leq 1 + \varepsilon' \quad x' \in B_\delta(x_0) \cap \Gamma_u.
\]

Thus we deduce from Theorem 3.3 that, for some \( C > 0 \),

\[
C \leq \frac{H(x_n, u, t_n)}{\varepsilon^{2(1+\varepsilon)}}.
\]

As for the second point, take \( U(x) := \sum_{i \in I_h} |u_i| \), which satisfies \(-\Delta U \leq \lambda U\) in \( \Omega_1 \). Observe that

\[
U_n(x) = \frac{U(x_n + t_n x)}{\sqrt{H(x_n, u, t_n)}} \rightarrow \gamma(x \cdot \nu)^2 \neq 0.
\]

Thus we can reason as in the proof of Lemma 4.4 and conclude that for some \( R > 0 \) small enough,

\[
-\Delta(g \circ U) \leq -\left\| \frac{f_{r_1}(x, u)}{u_{h_1}} \right\|_\infty (g \circ U) \text{ in } \Omega_1 \cap B_{R_0}(x_0).
\]

For sufficiently small \( r > 0 \), let us define \( \bar{U}_r \) as the \( f_{r_1}(x, u) \) harmonic extension of \( g \circ U \) in \( B_r(x_0) \cap \Omega_1 \), namely

\[
-\Delta \bar{U}_r = \frac{f_{r_1}(x, u)}{u_{h_1}} \bar{U}_r \text{ in } B_r(x_0) \cap \Omega_1, \quad \bar{U}_r = g \circ U \geq 0 \text{ on } \partial(B_r(x_0) \cap \Omega_1).
\]

By the comparison principle, for \( r > 0 \) small,

\[
U \leq g \circ U \leq \bar{U}_r \quad \text{in } B_r(x_0) \cap \Omega_1.
\]

Thus, by Lemma 4.1 we have that, for any \( y \in B_{r/2}(x_0) \cap \Omega_1 \) fixed,

\[
C_1 := C^{-1} u_{h_1}(y) \leq \frac{u_{h_1}(x)}{\bar{U}_r(x)} \quad \forall x \in B_{r/2}(x_0) \cap \Omega_1.
\]

Thus we obtain the sought lower bound

\[
\frac{u_{h_1}(x_n + t_n x)}{\sqrt{H(x_n, u, t_n)}} \geq C_1 \frac{U(x_n + t_n x)}{\sqrt{H(x_n, u, t_n)}} \neq 0.
\]

Now if \( u_{h_{i+1}} \) is signed, we apply directly Proposition 4.2. If instead changes sign, we apply this proposition to the \( \frac{f(u_{h_{i+1}})}{u_{h_{i+1}}^{+}} \) harmonic extensions of \( u_{h_{i+1}}^{+} \) and \( u_{h_{i+1}}^{-} \) on \( B_r(x_0) \cap \Omega_1 \), for sufficiently small \( r > 0 \).

\[\square\]

**Theorem 4.12.** The map

\[
|u^h(x)| - |u^k(x)| = \sqrt{\sum_{i \in I_h} u_i^2(x)} - \sqrt{\sum_{j \in I_k} u_j^2(x)}
\]

is differentiable at each \( x_0 \in R_u \) with

\[
\nabla(|u^h| - |u^k|)(x_0) =: \nu(x_0) \neq 0
\]

where \( x_0 \mapsto \nu(x_0) \) is \( \alpha \)-Hölder continuous. In particular, \( R_u \) is locally a \( C^{1,\alpha} \)-hypersurface, for some \( \alpha \in (0, 1) \).
then, applying Lemma 4.11, we deduce that

and, for $x \in \Omega_2$,

$$U^k(x) = \frac{u^k(x)}{|u^k(x)|} = \frac{(u_{k_1}(x), \ldots, u_{k_1+j}(x))}{\sqrt{u_{k_1}^2(x) + \cdots + u_{k_1+j}^2(x)}}$$

Proof. (Sketch) 1. For $x \in \Omega_1$, let

$$U^h(x) = \frac{u^h(x)}{|u^h(x)|} = \frac{(u_{h_1}(x), \ldots, u_{h_1+i}(x))}{\sqrt{u_{h_1}^2(x) + \cdots + u_{h_1+i}^2(x)}}$$

and, for $x \in \Omega_2$,

$$U^k(x) = \frac{u^k(x)}{|u^k(x)|} = \frac{(u_{k_1}(x), \ldots, u_{k_1+j}(x))}{\sqrt{u_{k_1}^2(x) + \cdots + u_{k_1+j}^2(x)}}$$

Since we can rewrite

$$U^h = \frac{1, u_{h_1+1}, \ldots, u_{h_1+i}}{\sqrt{1 + (u_{h_1+1}^2 + \cdots + u_{h_1+i}^2)}}, \quad U^k = \frac{1, u_{k_1+1}, \ldots, u_{k_1+j}}{\sqrt{1 + (u_{k_1+1}^2 + \cdots + u_{k_1+j}^2)}}$$

then, applying Lemma 4.11 we deduce that

$$|U^h(x) - U^h(x_0)| \leq Cr^\alpha, \quad |U^k(x) - U^k(x_0)| \leq Cr^\alpha \quad \forall x \in B_r(x_0), \ r \text{ small.}$$

2. Let us consider

$$u^h_{x_0}(x) = U^h(x_0) \cdot u^h(x) \text{ for } x \in \Omega_1, \quad u^k_{x_0}(x) = U^k(x_0) \cdot u^k(x) \text{ for } x \in \Omega_2,$$

which satisfy

$$-\Delta u^h_{x_0} = \sum_{i \in I_h} U^h_i(x_0)f_i(x, u) - M^h_{x_0}, \quad -\Delta u^k_{x_0} = \sum_{j \in I_k} U^k_j(x_0)f_j(x, u) - M^k_{x_0}$$

in $B_r(x_0)$, where $M^h_{x_0}, M^k_{x_0}$ are nonnegative Radon measures concentrated on $\Gamma_u$. Taking $\psi_{x_0, r}$ as the solution of

$$\begin{cases}
-\Delta \psi_{x_0, r} = \sum_{i \in I_h} U^h_i(x_0)f_i(x, u) - \sum_{j \in I_k} U^k_j(x_0)f_j(x, u) & \text{in } B_r(x_0) \\
\psi_{x_0, r} = u^h_{x_0} - u^k_{x_0} & \text{on } \partial B_r(x_0)
\end{cases}$$

and reasoning exactly as in [19] Proposition 3.24 & Lemma 3.26, we obtain the existence of

$$\nu(x_0) := \lim_{r \to 0} \nabla \psi_{x_0, r}(x_0) \neq 0$$

and, moreover, the function $\nu : \Gamma_u \to \mathbb{R}^N, \ x_0 \mapsto \nu(x_0)$ is Hölder continuous. Then Theorem 3.27 in [19] provides the final conclusion. \qed

Conclusion of the proof of Theorem 1.7. Taking in consideration Theorem 4.8 and Theorem 4.12 we see that the only thing left to prove are conditions (1.5) and (1.6).

With respect to the first one, we fix $x_0 \in \mathcal{R}_u$. Let us observe first of all that, given $x \in \Omega_1$ and $d(x) := d(x, \Gamma_u)$,

$$U^h(x) = \frac{(u_{h_1}(x), \ldots, u_{h_1+i}(x))}{\sqrt{u_{h_1}^2(x) + \cdots + u_{h_1+i}^2(x)}} \to \frac{\partial_x u^h(x_0)}{\partial x u^h(x_0)}$$

as $x \to x_0$.

Thus

$$\nabla \left( \sum_{i \in I_h} u^2_i(x) \right)^{1/2} = \sum_{i \in I_h} u_i \nabla u_i(x) \left( \sum_{i \in I_h} u^2_i(x) \right)^{-1/2} \to |\nabla u^h(x_0)|$$

as $x \to x_0$. 

Likewise, we can show that
\[
\nabla \left( \sum_{j \in I_k} u_j^2(x) \right)^{1/2} \to |\nabla u^h(x_0)| \quad \text{as } x \to x_0,
\]
whence (1.5) is a direct consequence of the fact that $|u^h| - |u^k|$ is differentiable at $x_0$.

As for (1.6), given $x_0 \in S_u$, combining the fact that $N(x, u, 0^+) \geq 3/2$ for every $x \in S_u$ with Theorem 3.3 yields
\[
H(x, u, 0^+) \leq Cr^3 \quad \forall x \in S_u \cap B_{\delta}(x_0)
\]
(for $C$ independent from $x$). Using Theorem 3.3 and the assumptions on $f_i$, it is straightforward to show that
\[
\frac{1}{r^N} \int_{B_r(x)} |\nabla u^h|^2 \leq Cr \quad \forall x \in S_u \cap B_{\delta}(x_0), \ r \leq \bar{r}
\]
which allows to arrive at the desired conclusion. □

**Appendix A. Liouville-type theorems**

In this appendix we collect all the necessary Liouville theorems that are needed along the paper. Almost all of them had already been proven in previous papers, and for those we give the precise references.

**Lemma A.1.** Let $u, v \in H^1_{\text{loc}}(\mathbb{R}^N) \cap C(\mathbb{R}^N)$ be nonnegative functions satisfying $u \cdot v \equiv 0$ and
\[
-\Delta u \leq 0, \quad -\Delta v \leq 0 \quad \text{in } \mathbb{R}^N.
\]
If
\[
\sup_{x, y \in \mathbb{R}^N \atop x \neq y} \frac{|u(x) - u(y)|}{|x - y|^\alpha} < \infty \quad \text{and} \quad \sup_{x, y \in \mathbb{R}^N \atop x \neq y} \frac{|v(x) - v(y)|}{|x - y|^\alpha} < \infty,
\]
then either $u \equiv 0$ or $v \equiv 0$.

**Proof.** See Proposition 2.2 in [18]. □

**Corollary A.2.** Let $u$ be a harmonic function in $\mathbb{R}^N$ such that, for some $\alpha \in (0, 1)$, there holds
\[
\sup_{x, y \in \mathbb{R}^N \atop x \neq y} \frac{|u(x) - u(y)|}{|x - y|^\alpha} < \infty.
\]
Then $u$ is constant.

**Lemma A.3.** Let $u, v \in H^1_{\text{loc}}(\mathbb{R}^N) \cap C(\mathbb{R}^N)$ be nonnegative solutions of the systems
\[
(A.1) \quad \begin{cases} -\Delta u \leq -\kappa u_0^{p+1} \\ -\Delta v \leq -\kappa v_0^{p+1} \end{cases} \quad \text{in } \mathbb{R}^N,
\]
with $\kappa > 0$ and $p > 0$. If
\[
\sup_{x, y \in \mathbb{R}^N \atop x \neq y} \frac{|u(x) - u(y)|}{|x - y|^\alpha} < \infty \quad \text{and} \quad \sup_{x, y \in \mathbb{R}^N \atop x \neq y} \frac{|v(x) - v(y)|}{|x - y|^\alpha} < \infty,
\]
then either $u \equiv 0$ or $v \equiv 0$. 

Theorem 3.3 yields
\[
H(x, u, 0^+) \leq Cr^3 \quad \forall x \in S_u \cap B_{\delta}(x_0)
\]
Proof. For $p \geq 1$, this result is a particular case of Corollary 1.14-(ii) of [22]. Here we present a proof that covers all $p > 0$. Initially, we will follow closely the proofs [18, Lemma 2.5 & Proposition 2.6] and [22, Section 5], to which we refer for the complete details. However, at a certain point we will need an extra argument to conclude the case $p < 1$.

Let us assume by contradiction that both $u, v \not\equiv 0$. Since $u$ and $v$ are subharmonic, then we have
\begin{equation}
\frac{1}{r^{n-1}} \int_{\partial B_r} u^2, \quad \frac{1}{r^{n-1}} \int_{\partial B_r} v^2 \geq \delta > 0 \quad \text{for } r \text{ large}
\end{equation}

**Step 1.** We define the function
\[
f(r) = \begin{cases} \frac{2}{r} N r^2 + \frac{N}{2} & \text{if } r \leq 1 \\ \frac{1}{r^{n-2}} & \text{if } r > 0, \end{cases}
\]
which is $C^1$ and superharmonic in $\mathbb{R}^N$. For each $r > 0$, let $\eta_r$ be the cutoff function such that $0 \leq \eta_r \leq 1$, $|\nabla \eta_r| \leq C/r$, $\eta_r = 1$ in $B_r$, $\eta_r = 0$ in $\mathbb{R}^N \setminus B_{2r}$. By multiplying the first inequality in (A.1) by $\eta^2 f(|x|)u$, and using also the uniform Hölder bounds, we deduce that
\[
\int_{B_r} f(|x|)(|\nabla u|^2 + u^{p+1}v^{p+1}) \leq Cr^{2\alpha}
\]
for large $r > 0$ (cf. with [18, p. 276]). Performing an analogue reasoning for the second inequality, we finally conclude that
\[
\int_{B_r} f(|x|)(|\nabla u|^2 + u^{p+1}v^{p+1}) \cdot \int_{B_r} f(|x|)(|\nabla v|^2 + v^{p+1}u^{p+1}) \leq Cr^{4\alpha} \quad \text{for large } r > 0.
\]

**Step 2.** Fix $\varepsilon > 0$ so that $4\alpha < 4 - \varepsilon$. We will prove that
\[
J(r) := \frac{1}{r^{2-\varepsilon}} \int_{B_r} f(|x|)(|\nabla u|^2 + u^{p+1}v^{p+1}) \cdot \int_{B_r} f(|x|)(|\nabla v|^2 + v^{p+1}u^{p+1})
\]
is increasing for $r$ large, which contradicts the conclusion of the previous step.

Using $f(|x|)u$ and $f(|x|)v$ as test functions in (A.1), we can deduce (compare with [18, p. 275])
\[
\frac{J'(r)}{J(r)} \geq -\frac{4 - \varepsilon}{r} + \frac{2\gamma(\Lambda_1(r))}{r} + \frac{2\gamma(\Lambda_2(r))}{r},
\]
where $\gamma(x) := \sqrt{(N-2)/2} + x - (N-2)/2$, and
\[
\Lambda_1(r) = \frac{\int_{\partial B_r} (|\nabla u(r)|^2 + r^2 u^{p+1}(r) v^{p+1}(r))}{\int_{\partial B_r} u^2(r)}, \quad \Lambda_2(r) = \frac{\int_{\partial B_r} (|\nabla v(r)|^2 + r^2 u^{p+1}(r) v^{p+1}(r))}{\int_{\partial B_r} u^2(r)}
\]
for $u(r)(\theta) = u(r\theta)$, $v(r)(\theta) = v(r\theta)$. We recall from [21, p. 441] that
\[
\gamma(\Lambda_1(A)) + \gamma(\Lambda_2(B)) \geq 2
\]
for every partition of the sphere $S^{N-1}$ in two open sets $A, B$ (here $\lambda_1(E)$ denotes the first Dirichlet eigenvalue on $E \subset S^{N-1}$). We claim that
\[
\gamma(\Lambda_1(r_n)) + \gamma(\Lambda_2(r_n)) > \frac{4 - \varepsilon}{2},
\]
which ends this proof. Suppose, in view of a contradiction, that for some $r_n \to \infty$,
\begin{equation}
\gamma(\Lambda_1(r_n)) + \gamma(\Lambda_2(r_n)) \leq \frac{4 - \varepsilon}{2}.
\end{equation}
Then, in particular, both $\Lambda_1(r_n)$ and $\Lambda_2(r_n)$ are bounded, and
\[
\frac{2}{r_n^2} \int_{\partial B_1} u_{r_n}^{p+1} v_{r_n}^{p+1} \leq C \int_{\partial B_1} u_{r_n}^2, \quad C \int_{\partial B_1} v_{r_n}^2.
\]
By multiplying these two inequalities, we deduce that
\[
\frac{2}{r_n^2} \int_{\partial B_1} u_{r_n}^{p+1} v_{r_n}^{p+1} \leq C \|u_{r_n}(\partial B_1)\|_{L^2(\partial B_1)} \|v_{r_n}(\partial B_1)\|_{L^2(\partial B_1)} \leq C^n \|u_{r_n}(\partial B_1)\|_{L^2(\partial B_1)} \|v_{r_n}(\partial B_1)\|_{L^2(\partial B_1)}^2,
\]
where the last inequality comes from (A.2). As a consequence, recalling also (A.3), the normalised functions
\[
\bar{u}_n = \frac{u_{r_n}}{\|u_{r_n}\|_{L^2(\partial B_1)}}, \quad \bar{v}_n = \frac{v_{r_n}}{\|v_{r_n}\|_{L^2(\partial B_1)}},
\]
are uniformly bounded in $H^1(\partial B_1)$, and
\[
\frac{2}{r_n^2} \int_{\partial B_1} \bar{u}_n^{p+1} \bar{v}_n^{p+1} \leq C.
\]
Thus, up to a subsequence, $\bar{u}_n \rightharpoonup \bar{u}$, $\bar{v}_n \rightharpoonup \bar{v}$ weakly in $H^1(\partial B_1)$, with $\bar{u} \cdot \bar{v} \equiv 0$. This, in turn, gives:
\[
2 > \frac{4 - \varepsilon}{2} \liminf_n \gamma(\Lambda_1(r_n)) + \gamma(\Lambda_2(r_n)) \geq \gamma(\{\bar{u} > 0\}) + \gamma(\{\bar{v} > 0\}) \geq 2,
\]
a contradiction. \qed
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